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Do Common Risk Adjustment Methods Do Their Job Well If
Center Effects Are Correlated With the Center-Specific

Mean Values of Patient Characteristics?
Werner Vach, PhD,*† Sonja Wehberg, PhD,‡ and George Luta, PhD§∥¶

Background: Direct and indirect standardization are well-established
approaches to performing risk adjustment when comparing outcomes
between healthcare providers. However, it is an open question
whether they work well when there is an association between the
center effects and the distributions of the patient characteristics in
these centers.

Objectives and Methods:We try to shed further light on the impact
of such an association. We construct an artificial case study with a
single covariate, in which centers can be classified as performing
above, on, or below average, and the center effects correlate with
center-specific mean values of a patient characteristic, as a con-
sequence of differential quality improvement. Based on this case
study, direct standardization and indirect standardization—based
on marginal as well as conditional models—are compared with
respect to systematic differences between their results.

Results: Systematic differences between the methods were observed.
All methods produced results that partially reflect differences in
mean age across the centers. This may mask the classification as
above, on, or below average. The differences could be explained by
an inspection of the parameter estimates in the models fitted.

Conclusions: In case of correlations of center effects with center-
specificmean values of a covariate, different risk adjustmentmethods

can produce systematically differing results. This suggests the routine
use of sensitivity analyses. Center effects in a conditional model need
not reflect the position of a center above or below average, ques-
tioning its use in defining the truth. Further empirical investigations
are necessary to judge the practical relevance of these findings.

Key Words: risk adjustment, provider comparisons, direct and
indirect standardization, correlation, systematic differences

(Med Care 2024;62:773–781)

Quality comparisons between healthcare providers are
of interest to different stakeholders. Patients may

seek the best local provider, relevant authorities or in-
surance companies may want to identify poor-performing
providers, provider networks may want to learn from
differences in quality, and quality improvement programs
may want to identify the best providers to use as role
models. Consequently, comparing quality indicators be-
tween healthcare providers is part of quality monitoring or
reimbursement strategies in many healthcare systems.1–4 As
patient populations often differ between providers with
respect to the distribution of risk factors, a simple com-
parison of outcome frequencies between providers contra-
dicts the ultimate goal of quality assurance in healthcare,
that is, to accurately measure quality and thereby foster
improvement.5 Consequently, risk adjustment is
mandatory.6–8 Both direct and indirect standardization
allow a risk-adjusted comparison across centers.9–12 For
the usual case of binary outcomes, both approaches are
typically based on fitting a logistic regression model with
potential risk factors as covariates. There has been an
extensive discussion about the pros and cons of modeling
center effects as fixed or random effects13–17 and about
how to incorporate the output of such models into in-
direct standardization.18 However, in recent years, the
question of robustness against violation of modeling
assumptions has also attracted attention. Topics ad-
dressed were the impact of measurement error,19,20 var-
iation of regression coefficients across centers,21 and the
choice of the link function22 on provider ranking and
provider classification. There have also been attempts to
develop methods that do not require a correct model
specification but still allow a causal interpretation.23,24

One specific topic addressed in this context is the
potential association between the center effects and char-DOI: 10.1097/MLR.0000000000002008

From the *Basel Academy for Quality and Research in Medicine, Basel,
Switzerland; †Department of Environmental Sciences, University of
Basel, Basel, Switzerland; ‡The Research Unit of General Practice,
Department of Public Health, University of Southern Denmark,
Odense, Denmark; §Department of Biostatistics, Bioinformatics and
Biomathematics, Georgetown University, Washington, DC; ∥Clinical
Research Unit, The Parker Institute, Copenhagen University Hospi-
tal, Bispebjerg and Frederiksberg, Nordre Fasanvej, Frederiksberg,
Denmark; and ¶Department of Clinical Epidemiology, Aarhus Uni-
versity, Olof Palmes Allé, Aarhus, Denmark.

The authors declare no conflicts of interest.
Correspondence to: Werner Vach, PhD, Department of Environmental

Sciences, University of Basel, Spalenring 145, CH-4055 Basel, Swit-
zerland. E-mail: werner.vach@unibas.ch.

Supplemental Digital Content is available for this article. Direct URL
citations are provided in the HTML and PDF versions of this article
on the journal’s website, www.lww-medicalcare.com.

Copyright © 2024 The Author(s). Published by Wolters Kluwer Health,
Inc. This is an open access article distributed under the terms of the
Creative Commons Attribution-Non Commercial-No Derivatives
License 4.0 (CCBY-NC-ND), where it is permissible to download and
share the work provided it is properly cited. The work cannot be
changed in any way or used commercially without permission from
the journal.

RISK ADJUSTMENT IN HEALTH CARE

Med Care � Volume 62, Number 11, November 2024 www.lww-medicalcare.com | 773

D
ow

nloaded from
 http://journals.lw

w
.com

/lw
w

-m
edicalcare by B

hD
M

f5eP
H

K
av1zE

oum
1tQ

fN
4a+

kJLhE
Z

gbsIH
o4X

M
i0hC

yw
C

X
1A

W
nY

Q
p/IlQ

rH
D

3i3D
0O

dR
yi7T

vS
F

l4C
f3V

C
4/O

A
V

pD
D

a8K
2+

Y
a6H

515kE
=

 on 11/21/2024

mailto:werner.vach@unibas.ch
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/


acteristics (especially the mean value) of the distributions
of patient characteristics in these centers. Simulation-
based investigations have been presented15,25 or the asso-
ciation has been mentioned as a potential issue.18 Such an
association can arise, for example, when well-performing
centers specialize in complex patients, or when centers
serving more complex patients start investing more in
quality improvement. In this article, we focus on the
question of whether the presence of such an association
can lead to systematic differences between results obtained
from direct standardization and 2 common variants of
indirect standardization.

It is not trivial to answer this question. If different
risk adjustment methods give systematically different re-
sults, then we need to know some truth in order to identify
the most adequate method. Traditionally, the truth is de-
fined by the center effects in the data-generating logistic
regression model. However, we will demonstrate that this
approach may not be adequate in this context.

Consequently, we need an alternative framework to
define some “truth” independent of such a model. We
approach this by constructing an artificial case study in
which expert or layperson audiences may intuitively agree
on a (partial) ranking of the quality of providers without
relying on a specific model.

Our interest is in systematic differences between
the results of the risk adjustment. Such systematic dif-
ferences should not depend on the sample size available
in each center. Hence, the investigations will be based on
assuming a very large sample size within each center.
Furthermore, we are interested in systematic differences
of non-negligible magnitude, in the sense that they
have the potential to imply substantially different
conclusions. They should go beyond numerical differ-
ences we have to expect simply because the methods use
different formulas.

We start with a review of methods for direct and
indirect standardization, focusing on a description of their
intended role and a mathematically precise description of
their formal approach. We then present an artificial case
study illustrating how a correlation between center effects
and the center-specific mean values of a patient charac-
teristic can arise in a healthcare system. We apply the
different risk adjustment methods to this case and then try
to find explanations for the observed differences between
the results. Finally, we suggest four types of actions im-
plied by the findings of this article, including the routine
check of sensitivity of results to the choice of the risk
adjustment method.

METHODS FOR DIRECT AND INDIRECT
STANDARDIZATION

The general setting of risk adjustment for a pro-
vider comparison can be described by 3 random varia-
bles defined at the patient level in a relevant patient
population, for example, all patients in a country with a
specific diagnosis or receiving a specific treatment. These
random variables are:

Y A binary outcome variable indicates an unfavorable event.
C The provider (center) taking care of the patient.
X A vector of covariates reflecting potential risk factors for the outcome

is present at baseline.

The need for risk adjustment arises if the distribution
of X varies across the centers. In this case, empirical fre-
quencies of the unfavorable event, that is, empirical esti-
mates of the raw prevalence values

P Y C C1  cπ = ( = | = )

do not constitute a valid basis for performance compar-
isons across providers. They may partially reflect differ-
ences in patient populations.

Direct and indirect standardization aim at providing
center-specific values which allow a meaningful compar-
ison between providers in the case of differences between
patient populations. A link to a reference population is
used to reach this aim. Both approaches date back to the
19th century,26 a long time before the invention of logistic
regression. However, today logistic regression models
constitute a basic ingredient to these approaches. We de-
scribe in the sequel these modern variants, typically used
today for provider comparisons.

Direct Standardization
Direct standardization estimates the relationship be-

tween patient characteristics and outcome in the center c of
interest, and then applies this relationship to all patients
from a reference population to obtain estimates of the in-
dividual risk. The average over all these estimates can then
be interpreted as the expected overall prevalence if all pa-
tients from the reference population would have been treated
by center c. These values promise to allow a fair comparison
between centers as they all refer to the same patient pop-
ulation. In this article, we will only consider the case of using
all patients from all providers as the reference population.

Formally, this approach can be based on estimating

p x P Y C c X x1 , .
c
( ) = ( = = = )

If such an estimate pĉ is available, direct standardization
can be performed by approximating

d E p Xc c
= [ ( )]

via

d
N

p X
1

,c
i

N

c i( )∑ˆ = ˆ

with Xi denoting the covariate values of patient i among
the N patients in the whole patient population.

Typically, estimation of p xc( ) is based on a logistic
regression model with center effects cξ . This model can be
represented as
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p x g xlogit ,
c cξ( ) = + ( )β

with g x( )β denoting a prespecified function of the co-
variates and some regression parameters β. A simple,
typical choice is g x xj j j0β β( ) = + ∑β . In the statistical lit-

erature, such a model is often called a conditional model
(because of the conditioning on C c= ) in contrast to a
marginal model (cf. next subsection). For this reason, we
denote the regression coefficients from this model with Cβ .
Moreover, for the conditional model, we assume in what
follows that g x( )β includes an intercept and the values cξ
are centered around 0.

It had also been suggested to directly use the center
effects cξ to compare the centers.6,18,27 This leads to the
same ranking of centers as dc, as the latter is a monotone
transformation of .cξ However, dc may be easier to com-
municate, as it can be interpreted as a prevalence.

Indirect Standardization
Indirect standardization estimates the relationship

between patient characteristics and outcome in a reference
population and applies this relationship to all patients from
center c to obtain estimates of the individual risk. The
average over all these estimates can then be interpreted as
the expected prevalence ec in center c, if the outcome of the
patients from center c follows the relationship observed in
the reference population. By applying the same relationship
to all centers, this approach also promises to allow a fair
comparison if the raw prevalence cπ is compared with e .c
Typically, the ratio ec cπ / (often referred to as O/E, or
standardized morbidity ratio) is used to quantify the dif-
ference, but considering their difference has been proposed
too.6,23,25,28

There are different ways to define the reference
population. We consider in this article 2 approaches. In
general, if q x( ) describes the relationship between the
outcome and the covariates in the reference population,
and a corresponding estimate q̂ is available, then we can
formally consider that

e E q X C cc = ( ( ) | = )

is approximated by

e
n

q X
1

,c
c i C c

i
, i

( )∑ˆ = ˆ
=

with Xi denoting the covariate values of patient i among
the nc patients from center c.

In the first approach, the whole patient population is
used as the reference population and q x( ) is equated with

p x P Y X x1 .( ) = ( = = )

Typically, estimation of p x( ) is based on a logistic
regression model. Such a model can be represented as

p x g xlogit .( ) = ( )β

In contrast to the conditional model (cf. section 2.1),
the center effects are not included in this model. In the
statistical literature, this type of model is called a marginal
model (because there is no conditioning on C= c), and
hence we denote the regression parameter by Mβ .

In the second approach, the population of an
“average center” is used as the reference population. The
latter is defined based on the conditional model introduced
in Section 2.1 as a center with cξ = 0. Writing p xc( ) as
p x,c( )ξ , then q x( ) is equated with p x0, .( )

Note that q x( ) has a very similar structure in the 2
approaches. We have q x g xlogit M( ) = ( )β in the first ap-

proach and q x g xlogit C( ) = ( )β in the second approach.

Hence, from a computational perspective, the only dif-
ference is the use of 2 different estimates of β .

From a historical perspective, the first approach
continues the tradition of indirect standardization dating
back to the 19th century. In this tradition, the covariate of
interest was typically age, divided into age groups, and
age-group-specific outcome rates were combined in a
weighted manner. This procedure coincides with the first
approach described above when the age groups enter the
model as a categorical covariate. The second approach
became popular when fitting hierarchical logistic re-
gression models became computationally feasible around
the end of the last century.1,6 The 2 approaches have been
compared in several case studies6,13,14,29–31 and included in
systematic investigations.25,27 Most of these investigations
have reported only small differences if the conditional
model is estimated via a fixed-effects approach.

Further variants of indirect standardization can be
found in the literature,18 which additionally replace

cπ by model-based quantities. These variants are not
considered in this article.

INDIRECT STANDARDIZATION BASED ON AN
AUGMENTED MARGINAL MODEL

For pedagogical reasons, we now introduce an addi-
tional variant of indirect standardization based on an aug-
mented marginal model. In this variant, we try to take into
account that the mean cμ of the patient characteristics for
center c may play its own role in determining the average
outcome of center c.

The idea is to focus on patients from centers with
similar mean values when determining the expected out-
comes. Formally, this can be based on estimating

p x P Y X x, 1 ,
c

μ μ μ( ) = ( = = = )

and considering

e E p X C c, .c
A

c
μ= ( ( )| = )

Estimation of p x, μ( ) can be based on the logistic
regression model
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p x g x hlogit , A Aμ μ( ) = ( ) + ( )β γ

with h A μ( )γ denoting a prespecified function of the mean
value and some regression parameters Aγ .

Formally, ec
A describes the expected prevalence in

centers with the same mean value of the covariates. The
intended interpretation as the expected prevalence in
centers with similar mean values is allowed by noting that
the augmented marginal model borrows information from
centers with similar mean values.

Such augmented models have been studied in the
statistical literature as attempts to estimate simultaneous
between- and within-cluster covariate effects.32,33

AN ARTIFICIAL CASE STUDY
In this artificial case study, we consider readmission

as the outcome and age as the only covariate of interest for
21 centers. There are seven different mean ages ( cμ = 50,
55, 60, 65, 70, 75, or 80, respectively), each shared by 3
centers. The association between age and readmission
probability at the individual level in center c is defined by
the equation

p age agelogit 3.4 ,
c c

Cξ β( ) = − + +

with 0.028.Cβ = This means that increasing age by
10 years within a center multiplies the odds of readmission
by exp 0.028 10 1.32( × ) = . The center effects cξ are chosen
as +0.25, 0, and −0.25, within each group of 3 centers
sharing the same mean age. The whole setup is depicted in
Figure 1 (scenario A). Centers with cξ =+0.25, 0, −0.25,
respectively, can be regarded as performing below average
(highest readmission rate when comparing centers with the
same mean age), on average, and above average (lowest
readmission rates when comparing centers with the same
mean age), respectively (cf. Fig. 1). We consider the risk
adjustment methods to be doing their job well if they allow
us to distinguish these 3 groups of centers.

Now let us assume that this setup describes the sit-
uation at a specific time point. From then on, centers with
higher mean age may start to make more efforts to reduce
the readmission rate than centers with lower mean age.
This may have happened because they experienced a
rather high readmission rate compared with other centers
(with younger patients on average) or because they expe-
rienced their high readmission rate as a crucial issue for
their patients or for the economic situation of the center. If
these efforts are successful, the readmission rates may
decrease in all centers, but the amount of the decrease
increases with mean age.

This leads to the definition of a second scenario
(scenario B) which tries to mimic the situation at the end
of such a process. It differs from scenario A only with
respect to the center effects. The center effects in scenario
B are related to the center effects in Scenario A via

0.01 50 .c
B

c
A

c( )ξ ξ μ= − × −

This choice implies no difference in the center effects
between scenario A and scenario B if the mean age is 50, and
an increasing reduction of the center effects with increasing
mean age. This reflects the differential improvement in the
quality of healthcare between centers with patients of dif-
ferent mean age. Therefore, in scenario B, the center effects
are correlated with the mean age of the patients. In scenario
A, this was not the case: the set of center effects was identical
for each possible mean age. Figure 1 also depicts scenario B
to allow a comparison with scenario A.

As we apply the same reduction to any set of 3
centers sharing the same mean age, the relative position of
the 3 centers and the differences between the 3 centers (on
the logit scale) remain the same. The arguments presented
above with regard to the centers being above, on, or below
average still apply under scenario B. Consequently, it
seems reasonable to expect a risk adjustment method to do
the job of distinguishing the 3 groups defined above, ir-
respective of their mean age.

It might be argued that it is unfair that centers with
the highest mean age do not get a reward for reaching a
higher quality improvement than centers with (on average)
younger patients. However, this is only apparent when
knowing the process of reaching scenario B from scenario
A. In practice, provider comparisons are based only on
data from one time period. If scenario B provides the
available information, then that process is unknown.

Figure 2 depicts the results we can expect when
applying the different methods to both scenarios,
assuming a very large number of patients in each center,
allowing us to neglect statistical uncertainty (details of the
computations behind Fig. 2 are outlined in Supplemental
Digital Content 1, Appendix 1, http://links.lww.com/
MLR/C838. The corresponding code is documented in
Supplemental Digital Content 2, Appendix 2, http://links.
lww.com/MLR/C839). Under scenario A, all methods give
very similar results. The 3 groups of centers are clearly
discriminated, and within each group there is little varia-
tion. The variation within each group can be explained by
the fact that center effects in the data-generating model
refer to differences on the logit scale, whereas all methods
perform a transformation to the probability scale. This is
an example of a “negligible” systematic difference, as
mentioned in the introduction.

The picture is completely different under scenario B.
Only indirect standardization based on the augmented
marginal model reflects clearly that quality differences are
related in the first place to the 3 groups. For all other
methods, the values obtained reflect both the differences
between the 3 groups and the differences in the mean age
across the centers. In the case of direct standardization
and indirect standardization based on the conditional
model, the influence of the latter is so strong that the
values computed within each group overlap across groups.
For example, this implies that, even after risk adjustment,
some below-average centers obtain more favorable (i.e.,
lower values) than some on-average centers. Arguably,
risk adjustment has not done its job well here.
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EXPLAINING THE OBSERVED RESULTS
The results obtained with direct standardization for

scenario B are rather easy to explain. In both scenarios,
the center effect estimates of the conditional model are
estimates of the center effects in the data-generating
model. This is to be expected from statistical theory and it
is corroborated by the numerical results presented in
Table 1. In scenario A, the center effects reflect the 3
center groups. In scenario B, the center effects also reflect
the mean age of the centers. As mentioned above, the
values dc obtained by direct standardization represent a
monotone transformation of the center effects from the
conditional model. Consequently, the ranking of these
values partially reflects the differences in mean age—as
observed from Figure 2.

The results obtained by indirect standardization for
Scenario B can be explained by considering the values ec
obtained by using the 3 variants in relation to the raw
prevalence values (Fig. 3) and the values of the regression
parameters for the 3 models involved (Table 1). When
using the augmented marginal model, the definition of ec

A

takes into account that the probability of readmission for
an individual depends both on their age and the mean age
of their center. The regression coefficients of the
augmented marginal model indicate an increase with
individual age ( age 0.0278Aβ ( ) = ) and a decrease with the
mean age of the center ( ageAβ μ( ( )) =−0.0099). This results
in values ec

A which are close to the raw prevalence values

for the center in the middle group, which agrees perfectly
with the intended role of ec

A: it should reflect the expected
outcome over all centers with the same mean age.

When using the marginal model, the influence of
the center-specific mean age on the outcome of an
individual is ignored. We can observe a partial com-
pensation for the absence of the negative value of

ageAβ μ( ( )): ageMβ ( ) is smaller than ageAβ ( ). However,
the difference age age 0.005M Aβ β( ) − ( ) = − is only half of

age 0.01.Aβ μ( ( )) = − Consequently, ec
M is larger than ec

A if
the mean age is large, ec

M is smaller than ec
A if the mean

age is small, and then the ratios O/E partially reflect the
differences in mean age.

When using the conditional model, ageCβ ( ) is close
to ageAβ ( ). This reflects the fact that the conditional model
uses only the association between age and readmission
within each center to assess the age effect – everything else
is covered by the center effects. As ageCβ ( ) is larger than

ageMβ ( ), the association of the ratios O/E with mean age
becomes more pronounced.

Note that under Scenario A, the values of ageAβ ( ),
age ,Mβ ( ) and ageCβ ( ) only differ slightly and ageAβ μ( ( )) is

close to 0. Consequently, the 3 versions of indirect
standardization give very similar results. With respect to
the 2 versions described in Section 2.2., this is in line
with the empirical case studies mentioned above6,13,14,29–31

reporting only small differences between the 2 versions.
The slight differences between ageMβ ( ) and ageCβ ( ) reflect

FIGURE 1. The functions p xc( ) for the 21 centers for scenario A (solid lines) and scenario B (dashed lines). The 7 panels divide the
centers according to their mean age. The functions are drawn over a range of age values from the 5th to the 95th percentile of the
distribution of age within each center. The color reflects the magnitude of the center effects in scenario A (0.25: red; 0: blue; −0.25:
green).
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a well-known effect of adding to a logistic regression
model a covariate which is independent of the other
covariates.34 This is another example of a systematic dif-
ference of “negligible” magnitude as mentioned in the
Introduction.

DISCUSSION
In this article, we tried to shed some further light

on the impact of an association between the center effects
and the distributions of patient characteristics in the
centers on provider comparisons. We approached this by
considering a single artificial case study with center ef-
fects correlated with the center-specific mean values of a
patient characteristic.

Generalizing from a single case study is always
challenging. However, we believe that it is fair to draw the
following general conclusions: If center effects in a con-
ditional logistic model are correlated with the center-
specific mean values of a patient characteristic, then
� indirect standardization based on a marginal model

may give systematically different results compared
to indirect standardization based on a conditional
model.

� center effects do not reflect deviations from the average,
but also the correlation of center effects with the mean
values.

� even if we can estimate the center effects in an unbiased
manner, they cannot be used directly to compare
provider performance.

� direct standardization is at risk of producing misleading
results, as the corresponding values are monotone
transformations of the center effects.

� the traditional risk adjustment methods considered may
not do their job well, as they are at risk to reflect
differences in the mean values across the centers while
masking other differences of higher interest.

These findings have to be contrasted with the current
practice of provider comparisons, which is characterized
by a lack of consensus about the choice of the risk ad-
justment method—the choice is typically based on some
institutional standard or is at the discretion of a research
group. This lack of consensus may reflect an implicit
consensus about a simple rule: All risk adjustment meth-
ods give usually very similar results. This coincides with
our findings for Scenario A. However, Scenario B suggests
that there are exceptions to this rule.

A

B

FIGURE 2. The raw prevalence values and the results of four risk adjustment methods for scenarios A and B, assuming very large
sample sizes in each center. The centers are arranged according to their mean age. The colors are chosen as in Figure 1. Details of
the computations are outlined in Supplemental Digital Content 2, Appendix 1 (http://links.lww.com/MLR/C838). The
corresponding code is documented in Supplemental Digital Content 2, Appendix 2 (http://links.lww.com/MLR/C839). DS
indicates direct standardization; IS, indirect standardization.
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This calls for several actions. First, for any (new)
specific application of risk adjustment methods, it seems to
be wise to check the sensitivity of the results to the choice of
the risk adjustment method. Second, existing applications
should be reanalyzed retrospectively in order to estimate the
likelihood of such sensitivity and to identify conditions in-

creasing the risk of such sensitivity. Third, we should
develop strategies to incorporate information from longi-
tudinal data in provider comparisons and apply them ret-
rospectively in order to understand their merits. Finally,
there is interest in developing risk adjustment methods that
are doing their job also for scenarios characterized by

TABLE 1. The Parameter Values of the Data-Generating Model and of the 3 Models Used for Risk Adjustment
Scenario A

Parameter c μc Data-Generating Model Marginal Model Conditional Model Augmented Marginal Model

cξ 1 50 −0.2500 — −0.2500 —
2 50 0.0000 — −0.0000 —
3 50 0.2500 — 0.2500 —
4 55 −0.2500 — −0.2500 —
5 55 0.0000 — 0.0000 —
6 55 0.2500 — 0.2500 —
7 60 −0.2500 — −0.2500 —
8 60 0.0000 — 0.0000 —
9 60 0.2500 — 0.2500 —
10 65 −0.2500 — −0.2500 —
11 65 0.0000 — −0.0000 —
12 65 0.2500 — 0.2500 —
13 70 −0.2500 — −0.2500 —
14 70 0.0000 — 0.0000 —
15 70 0.2500 — 0.2500 —
16 75 −0.2500 — −0.2500 —
17 75 0.0000 — −0.0000 —
18 75 0.2500 — 0.2500 —
19 80 −0.2500 — −0.2500 —
20 80 0.0000 — 0.0000 —
21 80 0.2500 — 0.2500 —

ageMβ ( ) — — — 0.0278 — —
ageCβ ( ) — — 0.0280 — 0.0280 —
ageAβ ( ) — — — — — 0.0278

ageAβ μ( ( )) — — — — — 0.0000
Scenario B
parameter c

cμ data generating model marginal model conditional model* augmented marginal model
cξ 1 50 −0.2500 — −0.1000 —

2 50 0.0000 — 0.1500 —
3 50 0.2500 — 0.4000 —
4 55 −0.3000 — −0.1500 —
5 55 −0.0500 — 0.1000 —
6 55 0.2000 — 0.3500 —
7 60 −0.3500 — −0.2000 —
8 60 −0.1000 — 0.0500 —
9 60 0.1500 — 0.3000 —
10 65 −0.4000 — −0.2500 —
11 65 −0.1500 — 0.0000 —
12 65 0.1000 — 0.2500 —
13 70 −0.4500 — −0.3000 —
14 70 −0.2000 — −0.0500 —
15 70 0.0500 — 0.2000 —
16 75 −0.5000 — −0.3500 —
17 75 −0.2500 — −0.1000 —
18 75 0.0000 — 0.1500 —
19 80 −0.5500 — −0.4000 —
20 80 −0.3000 — −0.1500 —
21 80 −0.0500 — 0.1000 —

ageMβ ( ) — — — 0.0228 — —
ageCβ ( ) — — 0.0280 — 0.0280 —
ageAβ ( ) — — — — — 0.0278

ageAβ μ( ( )) — — — — — −0.0099

c: The index of the 21 centers. :cμ The mean age of center c. :cξ The intercept of center c in the data generating model. age :Mβ ( ) The regression coefficient of age in a
marginal logistic regression model. age :Cβ ( ) The regression coefficient of age in a conditional logistic regression model. age :Aβ ( ) The regression coefficient of age in an
augmented logistic regression model. age :Aβ (μ( )) The regression coefficient of the center specific mean age in an augmented logistic regression model.

*In Scenario B there is a constant difference of 0.15 between the values from the data-generating model and the values from the conditional model, as only the latter
values are centered at 0.
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correlations between center effects and the center-specific
mean values of patient characteristics. To which degree the
augmented marginal model (or similar models) can play a
role has to be clarified. In Supplementary Appendix 3,
Supplemental Digital Content 3, http://links.lww.com/
MLR/C840 we elaborate on all four actions.

Three articles have previously considered the im-
pact of a correlation between center effects and the
center-specific mean values of covariates by use of finite
sample simulation studies. Kalbfleisch and Wolfe15 ob-
served that fixed effect estimates of center effects remain
valid, which coincides with our observations in Table 1.
Roessler, Schmitt and Schoffer25 studied the impact of
several variants of indirect standardization on the correct
classification of centers. Varewyck et al21 considered a
more complex situation by also allowing patient
characteristics to change the effect of covariates within
each center. In all these articles, however, the center
effects of the data-generating model served as ground
truth, and as such their results are not comparable with
our results.

The failure of direct standardization to discriminate
between the 3 groups of centers in Scenario B may reflect a
deeper, conceptual problem. Direct standardization as-
sumes that the relationship between patient characteristics
and outcome observed in one center can be applied to all
patients, and this mimics the situation that all patients
would have been treated at this center. However, if char-
acteristics of the patient population change the perfor-
mance of the center (as in our artificial case study, where
centers improved their quality in response to their specific
patient population), this rationale breaks down, as the
whole population typically differs with regard to the dis-
tribution of patient characteristics from the population of
a single center. Indirect standardization assumes instead
that the relationship observed in some reference pop-
ulation can be applied in the center of interest. However,
our investigation suggests that it might not be always
adequate to use all patients as the reference population.

A general challenge highlighted by our article is the
need for new frameworks to answer the simple question of
whether risk adjustment methods do their job well in this

A

B

FIGURE 3. The values of ec for each center obtained by the 3 variants of indirect standardization for both scenarios (black
diamonds). These values are identical for centers with the same mean age. In addition, the raw prevalence value of each center is
shown by a dot. The colors of the dots are chosen as in Figure 1. The centers are arranged according to their mean age.
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specific context. Many investigations about risk adjustment
models start with considering the conditional model as the
data-generating model with center effects drawn at random
(and independently from any other information). In that
case, common risk adjustment methods tend to generate
values that are monotone transformations of the center ef-
fects, and hence the question about how to define the truth
does not arise. This is no longer the case if center effects are
associated with the distributions of patient characteristics, a
situation which cannot be excluded in practice. We presented
an alternative approach by defining a scenario in which there
might be a consensus about what we should expect from risk
adjustment methods with respect to ranking of the centers.
This seems to us to be a fruitful approach, and the devel-
opment of further scenarios is desirable.

Finally, the artificial case study considered in this
article may question the use of the general approach of
basing provider comparisons on a cross sectional, annual
assessment. The definition of a fair comparison may need
to take into account quality improvements observable in
longitudinal data.
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