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Abstract

In the domains of digital humanities and cultural heritage, storytelling has emerged as a crucial
methodology for conveying the depth and breadth of our shared history. This dissertation the-
sis explores the intersection of visualization and narrative techniques to embrace and present the
complex matters of humanities and culture in an engaging manner. The focus lies on developing
and applying storytelling strategies using visualizations to enhance the understanding and appre-
ciation of cultural heritage in a comprehensive and systematic approach to support the iterative
work with a multitude of databases, media, visualizations, and user practices in adjacent scientific
and practical fields.

Exploring the intersection of digital humanities, cultural heritage, and visualization sets the
stage for this thesis, wherein current tasks, shared goals, methodologies, and challenges in digiti-
zation, depiction, accessibility, management, documentation, preservation, and communication
are examined.

As a means of addressing these issues, the current state of research in visualization-based story-
telling is assessed by proposing a problem-specific design space for analyzing and creating appro-
priate communication of complex topics with humanities and cultural relevance.

An applied example of such complex matters is musicology, which deals among others with
pieces of music and musical instruments. These two tangible threads of cultural heritage are in-
terwoven with intangible traditions and now need to be visually combined and communicated.
However, no explicit storytelling methods are used here yet, but rather contextualization and
knowledge derivation by means of explorative visualizations and hypotheses. Thereby application-
oriented collaboration with domain experts, who are involved in the development and interpreta-
tion of corresponding results, leads to untold observations of music composition and instrument
making. Immersing on these stories, further aspects of musicology are explored by delving into
natural materials from plants and animals in endangered ecosystems to manufacture musical in-
struments. These complex and fragile inter-dependencies are broad into context and visualized
for experts from ecology, geography and instrument making. In contrast, to communicate these
complex relationships to a broader public, the various visualizations and corresponding visual
elements were reused and embedded in an interactive scrollytelling. Enriched with further multi-
media elements, they tell a comprehensive story of musical instruments and their remotely linked
ecosystems around the globe. In contrast to that, in a further project, people, objects, places,
and communities from different nations are connected by their stories while using visualization-
based storytelling to present and convey them. The resulting holistic platform unites curation,
visual analysis, and communication through storytelling. To demonstrate the excellence of this
approach, a variety of domain-motivated case studies explain the methodologies with different
media, types of visualization, databases, and practices in an illustrative manner. Ultimately, a
comprehensive discussion of experiences and research findings, as well as ongoing questions and
challenges are presented. This highlights the importance of a user-centered design approach in
developing visual analytics tools that are accessible and engaging to a wide range of users to en-
hance our understanding and appreciation of cultural heritage. This contributes to the fields by
offering new insights into using visualization-based storytelling to analyze and communicate the
complexities of digital humanities and cultural data.
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Dansk Resumé

I den digitale humaniora og kulturarvsdomæner er storytelling fremkommet som en afgørende
metode til at formidle dybden og bredden af vores fælles historie. Denne afhandling undersøger
skæringspunktet mellem visualisering og narrative teknikker for at omfavne og præsentere de kom-
plekse emner inden for humaniora og kultur på en engagerende måde. Fokus ligger på at udvikle
og anvende storytelling-strategier ved hjælp af visualiseringer for at forbedre forståelsen og værd-
sættelsen af kulturarv på en omfattende og systematisk måde for at støtte det iterative arbejde med
en mangfoldighed af databaser, medier, visualiseringer og brugerpraksis i tilgrænsende videnska-
belige og praktiske felter.

Udforskningen af skæringspunktet mellem digital humaniora, kulturarv og visualisering dan-
ner grundlag for denne afhandling, hvor aktuelle opgaver, fælles mål, metoder og udfordringer in-
den for digitalisering, fremstilling, tilgængelighed, forvaltning, dokumentation, bevarelse og kom-
munikation undersøges. Som et middel til at adressere disse spørgsmål vurderes den nuværende til-
stand af forskning inden for storytelling baseret på visualisering ved at foreslå et problemspecifikt
designrum til analyse og skabelse af passende kommunikation af komplekse emner med human-
istisk og kulturel relevans. Et anvendt eksempel på sådanne komplekse sager er musikvidenskab,
som blandt andet beskæftiger sig med musikstykker og musikinstrumenter. Disse to håndgribelige
tråde af kulturarv er vævet sammen med immaterielle traditioner og skal nu visuelt kombineres og
kommunikeres. Der anvendes dog endnu ikke eksplicitte storytelling-metoder her, men snarere
kontekstualisering og vidensderivat ved hjælp af eksplorative visualiseringer og hypoteser. Dermed
fører anvendelsesorienteret samarbejde med domæneeksperter, som er involveret i udviklingen og
fortolkningen af de tilsvarende resultater, til ufortalte observationer af musikkomposition og in-
strumentfremstilling. Ved at fordybe sig i disse historier udforskes yderligere aspekter af musikv-
idenskab ved at dykke ned i naturlige materialer fra planter og dyr i truede økosystemer til frem-
stilling af musikinstrumenter. Disse komplekse og skrøbelige indbyrdes afhængigheder bringes i
kontekst og visualiseres for eksperter fra økologi, geografi og instrumentfremstilling. I modsæt-
ning til at kommunikere disse komplekse relationer til et bredere publikum blev de forskellige
visualiseringer og tilhørende visuelle elementer genbrugt og indlejret i en interaktiv scrollytelling.
Beriget med yderligere multimedieelementer fortæller de en omfattende historie om musikinstru-
menter og deres fjerntliggende økosystemer rundt om i verden. I modsætning hertil forbinder
et yderligere projekt mennesker, objekter, steder og fællesskaber fra forskellige nationer gennem
deres historier, mens de bruger storytelling baseret på visualisering til at præsentere og formidle
dem. Den resulterende helhedsorienterede platform forener kuratering, visuel analyse og kommu-
nikation gennem storytelling. For at demonstrere denne tilgangs fremragenhed forklarer en række
domænemotiverede casestudier metoderne med forskellige medier, visualiseringstyper, databaser
og praksisser på en illustrativ måde.

Endelig præsenteres en omfattende diskussion af erfaringer og forskningsresultater samt igangværende
spørgsmål og udfordringer. Dette fremhæver vigtigheden af en brugercentreret designmetode i
udviklingen af visuelle analyseværktøjer, der er tilgængelige og engagerende for et bredt udvalg af
brugere for at forbedre vores forståelse og værdsættelse af kulturarv. Dette bidrager til felterne ved
at tilbyde nye indsigter i brugen af storytelling baseret på visualisering til at analysere og kommu-
nikere kompleksiteterne af digital humaniora og kulturelle data.
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Preface

This dissertation marks the culmination of my tenure as a Ph.D. candidate at the University of
Southern Denmark and Leipzig University, guided by Prof. Stefan Jänicke. It encompasses eight
scholarly articles, stemming from research conducted collaboratively within two distinct projects.
Despite their varied scopes, these works collectively address the theme of visualization of digital
humanities and cultural heritage data and the interactive storytelling with those interactive depic-
tions.

The thesis is structured into six chapters, beginning with an Introduction (Chapter 1) that
outlines the broad themes and key domains of digital humanities, cultural heritage, and visualiza-
tion. This section also delves into the challenges and methodologies that permeate the research
presented in this thesis.

Chapter 2 Visualization-based Storytelling gives an report of the state of the art and proposes a
holistic design space to analyze storytelling with visualizations for digital humanities and cultural
heritage in form of following paper:

1. J. Kusnick, N. Sindlev Andersen, J. Liem, E. Mayr, S. Beck, S. Koch, C. Doppler, K. Seirafi, S.
Jänicke, and F. Windhager. “A Survey on Visualization-based Storytelling in Digital Humanities
and Cultural Heritage”. Submitted to the journal Visual Informatics. 2024

Chapter 3 Musical Instruments and Musical Pieces showcases the visualization and auraliza-
tion of digital meta-information of musical instrument biographies and possibly related musical
pieces. This chapter is based on two papers:

2. J. Kusnick, R. Khulusi, J. Focht, and S. Jänicke. “A Timeline Metaphor for Analyzing the Rela-
tionships between Musical Instruments and Musical Pieces.” In: VISIGRAPP (3: IVAPP). 2020,
pp. 240–251

3. J. Kusnick, J. Focht, and S. Jänicke. “Visualizing the Aura of Musical Instruments”. In: Proceedings
of 2nd EADH conference ’Interdisciplinary Perspectives on Data’, 2021, Krasnoyarsk, Russia. 2021

Chapter 4 Sustainability of Materials used for Musical Instruments sheds light on natural
materials originating from plant and animal species used for the production of musical instru-
ments. The visualization of (music) ecosystems throughout various zoom levels and their inter-
connectivity is meant for domain experts of related fields such as ecology and geography but also
for a broader audience via storytelling in two papers:

4. J. Kusnick, S. Lichtenberg, D. Wiegreffe, E. Huber-Sannwald, U. Nehren, and S. Jänicke. “Visual
Analysis of Diversity and Threat Status of Natural Materials for Musical Instruments”. Submitted
to the journal Frontiers in Environmental Science. 2024

5. J. Kusnick, S. Lichtenberg, and S. Jänicke. “Visualization-based Scrollytelling of Coupled Threats
for Biodiversity, Species and Music Cultures”. In: Workshop on Visualisation in Environmental Sci-
ences (EnvirVis). Ed. by S. Dutta, K. Feige, K. Rink, and D. Zeckzer. The Eurographics Association,
2023. isbn: 978-3-03868-223-3. doi: 10.2312/envirvis.20231112
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Chapter 5 Universal Approaches to Visualization-based Storytelling proposes a holistic, sys-
tematic multi-practice workflow approach, including data curation, visual analysis and commu-
nication via storytelling for multi-visualizations of multi-entities in form of three papers:

6. E. Mayr, F. Windhager, J. Liem, S. Beck, S. Koch, J. Kusnick, and S. Jänicke. “The Multiple Faces of
Cultural Heritage: Towards an Integrated Visualization Platform for Tangible and Intangible Cul-
tural Assets”. In: 2022 IEEE 7th Workshop on Visualization for the Digital Humanities (VIS4DH).
2022, pp. 13–18. doi: 10.1109/VIS4DH57440.2022.00008

7. J. Liem, J. Kusnick, S. Beck, F. Windhager, and E. Mayr. “A Workflow Approach to Visualization-
Based Storytelling with Cultural Heritage Data”. In: 2023 IEEE 8th Workshop on Visualization for
the Digital Humanities (VIS4DH). 2023, pp. 13–17. doi: 10.1109/VIS4DH60378.2023.00008

8. J. Kusnick, E. Mayr, K. Seirafi, S. Beck, J. Liem, and F. Windhager. “Every Thing Can Be a Hero!
Narrative Visualization of Person, Object, and Other Biographies”. Submitted to the journal infor-
matics. 2024

Chapter 6 Overall Discussion and Summary concludes with overarching observations and
open challenges.

The listed papers have been mainly typeset to fit the format of the thesis. At the start of each
chapter the following papers are introduced and their contributions summarized.
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During a panel discussion in 2020 at the Musical Instrument Museum in Leipzig, Germany
where I presented a talk on the incompatibility of vocabularies, I became aware of the idea that I de-
sired a comprehensive and holistic system for knowledge storage, data editing, visual analysis, and
the capturing of corresponding findings and stories. A platform where data and visualizations are
stored and can be commented on and annotated by experts from various domains.
These diverse stories, even if they might contradict each other, were something I only knew from de-
veloping fascinating and complex user scenarios for our systems at that time.
After I had intensively engaged with the construction and modification history of musical instru-
ments for such an use case with the help of Sebastian, I met Silke during this series of talks. She
spoke about similarly complex problems in regards to the sustainability of instrument making and
convinced with a multi-layered timeline in which I saw a depiction of this multi-dimensional and
multi-domain idea.
Only at the end of the work on my thesis did I realize that I had worked on this exact idea together
with a whole, diverse team of experts from various domains and scientists ...
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1 Introduction

As the title of my dissertation suggests, I will apply visualization-based storytelling to cultural her-
itage and digital humanities and explore its various aspects. To set the scene, I will briefly introduce
the research areas digital humanities, cultural heritage, data visualizations and the interactive sto-
rytelling with those depictions in these areas. According to the nested model by Munzner to assess
and design domain-specific visualization tools [313] this overview is structured along the Domain
Situation (What?, see Section 1.1), narrowing down the domains digital humanities and cultural
heritage by introducing into their focuses and goals. They are followed by the Data/Task Ab-
straction (Why?, see Section 1.2) in form of their data and concomitant tasks and challenges for
visualizations as third and bridging domain. The last part, the Visual Encoding/Interaction Idiom
(How?, see Section 1.3), specifically focus on storytelling as step towards solutions of the manifold
challenges and mean of communication and outreach.

I want to lay out the different domains and concepts which are important within this inter-
disciplinary research, because these characteristics, challenges, and possible solutions are constant
matter of design choices for approaches and prototypes during this journey.

3



1 Introduction

1.1 Digital Humanities, Cultural Heritage and
Visualizations

“Heritage is the result of a selection process.
It is not everything from our history -
heritage and history are not one and the same.”
– William S. Logan [273]

The purpose of this section is to set the scene by expanding on the research areas and domains
covered. In Munzner’s methodology [313], this would be the domain situation, so the questions
that arise are:
What are we going to do and which domains are we going to dive into?
What are the tasks and what are the interesting entities within these domains?
What are we going to visualize and what visualizations might be feasible for that?
Therefore, I will briefly introduce digital humanities and cultural heritage as well as visualizations
in the following.

Digital Humanities

Digital Humanities (DH) represent an interdisciplinary field that intersects the use of computing
tools and digital technologies with the disciplines of the humanities. This fusion aims to enhance,
reimagine, and expand traditional humanities scholarship through digital means. The field en-
compasses a wide range of activities, including but not limited to digitization of archives, data
analysis, visualization, the creation of digital collections, and the development of digital tools to
analyze texts, artifacts, and cultural phenomena.
Detailed tasks of DH include:

Digitization and Archiving: Converting historical texts, artworks, and artifacts into digital
formats to preserve them and make them more accessible.

Data Analysis: Employing statistical and computational methods to analyze large datasets of
humanities content, such as textual or visual corpora, to uncover patterns or trends.

Visualization: Creating visual depictions of data and research findings to enhance compre-
hension and communication of complex ideas.

Development of Digital Tools: Designing software and applications tailored to the needs of
humanities research, including text analysis tools, mapping software, and databases.

Digital Publication: Publishing research findings in digital formats that may include interac-
tive components, multimedia, and links to underlying data.

Public Engagement: Utilizing digital platforms to disseminate research and engage with broader
audiences, including scholars, educators, and the public.
The field of digital humanities is dynamic and evolving, continuously adapting to technological
advancements and changing scholarly needs. As such, it represents a vibrant area of research that
has the potential to transform the ways in which humanities scholarship is conducted and dissem-
inated. But this complexity also means that this research field comes with certain challenges:

Technical Expertise: The interdisciplinary nature of digital humanities requires scholars to
have both humanities insight and technical skills, which can be a significant learning curve.
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Funding and Resources: Acquiring the necessary funding and resources for digital projects,
especially for long-term sustainability and maintenance, is often challenging.

Data Management: Managing large datasets, ensuring their integrity, and addressing issues
related to privacy and copyright can be complex.

Transdisciplinary Collaboration: Effective collaboration across different disciplines and skill
sets is essential but can be difficult to facilitate because of for example different or even contradict-
ing requirements or interests.

Digital Divide: The accessibility of digital humanities projects can be limited by the “digital
divide” [351], affecting who can participate in and benefit from such research.

Scholarly Recognition: The recognition and valorization of digital humanities work within
the traditional academic reward systems can be problematic, as such work often diverges from
conventional scholarly outputs like books and articles.

Cultural Heritage

Cultural Heritage (CH) encompasses the legacy of physical artifacts and intangible attributes of a
group or society that are inherited from past generations, maintained in the present, and bestowed
for the benefit of future generations. This includes a wide array of forms, from tangible assets like
monuments, landscapes, and artifacts, to intangible elements such as traditions, languages, and
knowledge. The concept embodies a shared bond, our inheritance from the past, what we live
with today, and what we pass on to future generations. It is a testament to the diversity of the
human experience and a reflection of the world’s cultural diversity. Even though it is worth to
mention, that not all historical and cultural elements are part of the heritage since they are rather
subject to constant selection and reinterpretation processes by societies [273, 382].
The tasks of cultural heritage resemble around:

Preservation: Protecting and maintaining cultural heritage in its original form as much as
possible. This involves conserving physical structures and artifacts, as well as documenting and
safeguarding intangible cultural expressions, including their digitized derivates handled as new
(digital) artifacts.

Restoration: Undertaking actions to restore degraded, damaged, or otherwise altered ele-
ments of cultural heritage to their original state. Restoration work requires a deep understanding
of historical context, materials, and techniques.

Documentation: Recording details about cultural heritage, including historical significance,
current condition, and restoration efforts. Documentation can be in various forms, such as writ-
ten records, photographs, and digital databases.

Education: Educating the public about the value and significance of cultural heritage. This in-
cludes developing educational programs, exhibitions, and materials that highlight the importance
of preservation and the role of cultural heritage in society.

Research: Conducting research to uncover more about the history, significance, and context
of cultural heritage objects and practices. This research helps in understanding, preserving, and
interpreting cultural heritage.
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Addressing these tasks requires a coordinated effort from governments, cultural organizations,
communities, and international bodies. This involves not only investing in preservation and restora-
tion but also in raising awareness about the importance of cultural heritage and fostering a sense
of responsibility towards its protection facing following challenges:

Environmental Threats: Natural disasters, climate change, and pollution can cause irreversible
damage to cultural heritage sites and artifacts.

Urbanization: Rapid urban development can lead to the destruction of historical sites and
cultural landscapes, erasing links to the past.

War and Conflict: Conflicts can lead to the intentional destruction of cultural heritage as a
strategy to undermine the cultural identity of opponents. Looting and trafficking of artifacts also
increase during conflicts.

Neglect and Decay: Without proper care and investment, cultural heritage can fall into disre-
pair and decay [93], leading to the loss of historical and cultural information.

Globalization and Cultural Homogenization: The spread of a global culture can erode local
cultures and traditions, leading to a loss of diversity in intangible cultural heritage.

Funding and Resources: Adequate funding and resources are often lacking for the conserva-
tion and restoration of cultural heritage, making it difficult to protect and maintain these invalu-
able assets.

Similarities between DH & CH

While DH and CH are outlined to have differences, they also possess significant commonalities
in terms of goals, methods, and challenges.

Digitization and Accessibility: Both fields employ digitization to preserve artifacts, texts, and
other cultural expressions, ensuring their longevity and reducing physical wear from handling.
Through digital platforms and tools, these cultural and historical resources are made increasingly
accessible to the global public, scholars, and educators, overcoming geographical and economic
barriers to access.

Interdisciplinary Collaboration and Technology: DH and CH both thrive on interdisci-
plinary collaboration, bringing together experts in humanities, social sciences, library and infor-
mation science, technology and other fields to address complex questions and projects. By do-
ing so both fields integrate a range of digital technologies, such as data visualizations, renderings,
Mixed Reality (XR), and Artificial Intelligence (AI), to create new ways of interacting with cul-
tural and historical data.

Public Engagement: DH and CH projects often aim to engage the public through interactive
exhibits, digital archives, and educational resources, but also literary publishing of research find-
ings, fostering a deeper understanding and appreciation and interaction of the contents.

Data Analysis: Techniques such as text mining, data visualization, network analysis and machine
learning are used in both fields to analyze cultural data, uncover patterns, and generate new in-
sights into human culture and history while they facing similar methological challenges in regards
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to their analyzed data (see next chapter on Why? Section 1.2).

Sustainable Digital Preservation: The long-term preservation of digital assets and the devel-
opment of sustainable practices are common concerns, including the challenges of data storage,
format obsolescence, and maintaining access to and usability of digital collections and scholarly
resources over time.

Entities within DH & CH Data

Thanks to the ongoing digitization within DH and CH corpora, collections and data bases are
waiting for processing and further use in scientific, artistic and didactical approaches. The method-
ologies to do so are manifold and so are the challenges that are coming with the data. One of the
main criteria involves the examination and modeling of “entities” within data sets and collections,
a process that begins even during their digitization. I am introducing those different existing and
in data modeled entities here since they will be constant matter of discussions in regards to de-
signs of data, visual interfaces and elements and algorithms for the latter use within visualizations
or storytelling. The entities that populate the DH and CH landscapes are incredibly diverse, en-
compassing both tangible and intangible elements:

Objects include physical objects and places such as buildings, monuments, statues, landscapes,
archive materials, books, works of art, artifacts, and–since we are going to dive deeper into musi-
cology–also musical instruments, musical compositions and their interplay in form of interpreta-
tions. Padilla advocates for viewing digital collections as data, emphasizing that all digital objects,
including wax cylinders, reel to reel tape, vellum manuscripts, websites, and social media, should
be seen as data amenable to computation [335]. He highlights the benefits of this perspective
shift, notably how it broadens the scope of questions that can be asked about these objects. Many
approaches encourage innovative uses of historic collections through digitization and metadata
management, facilitating various types of computational analysis and highlights the transition of
collections into a data-focused perspective [478]. By considering digital objects as computationally
processable data, new ways of meaning-making are unlocked, leveraging unique data affordances,
since they all have specific significances, own characteristcs and nowadays there are enough exam-
ples of purely digitally born (heritage) object [479]. This arouses questions about how underlying
standards and structures of digital objects can be computationally analyzed to better understand
the networks of meaning they are part of. One of the critical aspects to be highlighted in this con-
text is the provenance research, which plays a pivotal role in understanding the origins and history
of these entities, enriching our comprehension of their significance and context. Additionally,
computational tools might be able in assessing artistic elements within artifacts, like hue, satura-
tion, and style when visual art is viewed as data. This approach fosters a deeper understanding
of digital objects beyond their surface representation, tapping into the vast potential of compu-
tational analysis. But “collections” or data repositories in DH and CH are consisting of more
entities than only objects:

Persons are integral to DH and CH, connecting closely to the tangible and intangible artifacts
they create or interact with, since most of these objects and tradition are often made by humans.
These actors include in case of the cultural sector mainly artists, such as actors, painters, musicians,
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sculptors, architects, but also teachers, publisher, distributors, restorers, instrument makers. But
next to artists in CH the persons of the humanities contains further groups such as politicians,
researchers, scientists, religious figures. They also have the ability and tenancy to form various
groups such as organizations, religions, or art schools. So that the analysis of persons scales from
the research of individual biographies towards prosopographical analysis of groups and masses.
Understanding their biographies and their connections and the networks among them enriches
our grasp of historical and cultural contexts [31]. The insights into person’s biographies tells us a
lot about the circumstance of their times, creating a collective memory and revealing insights into
society [17].

Events interlink the above listed entities through the documentation of interactions. Examples
of those interactions are mostly “creational” such as creations of artifacts by their artists, founding
of collections or the birth of children. But they also describe the transitions from certain states
into others such as a painting getting restored or reworked into other artworks or actors move
from one location to another or form an artistic movement or trend in collaboration with others.
Pivotal as well are aggregated events, consisting of thousands of smaller events such as significant,
world-wide spanning historical moments like conflicts or wars. These events not only mark the
interactions among entities but also the transitions and movements within the cultural and his-
torical tapestry they belong to.

Groups and Institutions include entities like collections, museums, orchestras, universities,
projects, companies, and schools representing the organizational and collaborative aspects of cul-
tural heritage and embodying collective efforts in the preservation, interpretation, and dissemina-
tion of heritage and humanities.

Culture and Nature as intangible aspects of heritage, including traditions, crafts, perfor-
mances, and the practice of creating art itself (such as poetry or music), form a rich layer of human
expression and social memory, deserving of preservation and study. The natural entities such as
animals, plants, specific areas and ecosystems contribute to our understanding of the world’s her-
itage, its (bio)diversity and highlighting the interconnectedness of human and natural histories.
Unfortunately those intangible elements are rarely digitally modeled and available in databases.
Instances of them are animals and plants as well as materials designed in a Korean collection [225],
animals are highlighted as specially protected “objects” (in conflicts) [244], or UNESCO’s col-
lected list of intangible, including natural, cultural heritage [430], where the single elements are
also visualized in relation to each other via a network graph. Hence the entities discussed are not
isolated; they are interwoven through relationships and stories that emerge from their interac-
tions.

In summary, the entities modeled and inspected within DH and CH data sets are foundational
to the disciplines’ methodologies and challenges. From tangible artifacts and digital objects to
human figures, groups, and intangible cultural practices, these entities form a complex web of
relationships that tell the rich stories of human history and cultural expression. Through the dig-
itization and computational analysis of these entities, the fields of digital humanities and cultural
heritage continue to expand our understanding and appreciation of the past, fostering a deeper
connection to our collective cultural identity. Data Visualization serves as one of such crucial
bridges, transforming abstract data and computational analyses into accessible, intuitive, and vi-
sually engaging narratives.
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Visualizations

Visualization involves the art and science of crafting graphic or visual representations that are easy
to communicate and understand. These visualizations transform large volumes of complex, both
quantitative and qualitative, data into static, dynamic, or interactive visuals. Originating from
specific fields of expertise, visual tools aim to make data accessible to a wide audience, enabling
them to visually explore, quickly grasp, interpret, and uncover vital insights about intricate data
patterns, relationships, trends, and anomalies.

Information visualization specifically focuses on depicting primarily quantitative data in a
structured visual format. It employs various visual elements like tables, charts (for example bar,
line, pie, and histograms), graphs, diagrams, plots (for example scatter and box plots), and maps
(such as choropleth and heat maps), among others. Information visualization, however, extends
to handling large, complex datasets comprising both quantitative and qualitative data. Its purpose
is to enhance raw data’s value, improving user understanding and decision-making through inter-
action with computer-supported graphical displays. This includes utilizing maps (e.g., tree maps),
animations, infographics, diagrams (e.g., Sankey and flow charts), and various plotting tools (e.g.,
timelines and mind maps). These elements can be integrated into dashboards or multiple-linked
views to enable a variety of comprehensive user practices with visualizations such as leisure, explo-
ration, visual analytics, decision-support and the communication or presentation. Recent devel-
opments such as innovations in virtual, augmented, and mixed reality are pushing the boundaries
of information visualization, making it more immersive, intuitive, and interactive and enhances
users’ visual engagement and cognitive processes. Unlike scientific visualization, which focuses on
generating realistic images from physical and spatial data for hypothesis testing, data and informa-
tion visualization aims to present and explore abstract, non-physical data from diverse sources like
databases and documents for both exploratory and presentational purposes.

Inherently involved in the processes of transformations from data into visuals is the data ab-
straction in preparation of the further abstraction by visual encoding and design. Data abstraction
in Tamara Munzner’s model for Visualization Analysis & Design [314] refers to the process of
identifying and defining the core data types and structures that are most relevant for visualization
purposes. This abstraction process helps in the design of effective visual representations by focus-
ing on the inherent properties of the data, such as its dimensionality, scale, and type (quantitative,
ordinal, categorical), allowing for more informed decisions about visual encoding and interaction
techniques. By abstracting data in this way, Munzner’s framework aids in creating visualizations
that are not only tailored to the data’s nature but also to the analytical tasks and questions they are
meant to support. That is why the characteristics of DH and CH (or applied domains in general),
and their requirementes but challenges are influencing the the design of applied visualizations that
much. This is also underlining that visualization as field here acts rather as “assisting” science for
the applied domains. Therefore co-design and “participatory visualization design” processes are
commonly used to involve the end users in the development of tools crafted for them and to gain
help in understanding semantics and fulfillment of the data with meaning and live [111, 203].

Even though the details of the specific visualizations and general techniques are discussed through-
out the following publications, I still want to give a short overview of common visual approaches
towards the above listed characteristics and challenges. The focus on developments over time,
and often historical contexts of content and data in DH and CH leads to a significant use of
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time-focused visualizations in form of timelines. Also in further visualizations the time is visu-
ally encoded to add temporal dimensions to them by various means such as color, juxtaposition,
or animations to visually encode the chronology of events and their data points. But since ac-
tors, artifacts, and collections can be located throughout our world also geospatial mappings
are common visualization approaches. The (hi)story of relevant entities then is often depicted as
geospatial-temporal combination of timelines and maps. In addition to their geo-spatial and
temporal correlation the relations between the various entities within DH and CH data sets and
throughout them are also of high importance and network graphs are commonly used to visu-
alized them, allowing network analysis and the visual detection of for example clusters. In general
those constellations of multiple entities, such as groups, institutions or subsets of entities are also
getting more tangible within set visualizations [5]. Those “major” visualizations are often accom-
panied by supporting statistical charts to give an overview or summary of aggregated or filtered
data. Through rapid technical improvements the tools to digitize CH objects are becoming more
approachable and achievable and are broadly used to create three-dimensional (3D) surface scans
and the resulting three-dimensional models can then be use to make the artifacts more tangible by
interactive renderings, enhanced by further visualization techniques such as augmented (AR) or
virtual reality (VR).

In the realm of data visualization, scalability from individual entities to an aggregate view within
a single visualization presents a unique challenge. To address this, glyphs and similar visual
metaphors emerge as tools, aggregating data points and entities to offer both detailed and holis-
tic perspectives. Glyphs, with their compact and expressive nature, serve as miniature represen-
tations, encapsulating complex data attributes in a visually digestible form. They can also en-
hance other visualizations, such as depicting point clusters on geospatial maps. Similarly, semantic
zooms play a crucial role, allowing users to seamlessly transition between detailed and aggregated
views. This dynamic scaling is not merely a feature but a necessity, enabling close and distant
reading—or viewing—of data. Furthermore in our era, where mobile devices are ubiquitous, the
design of visualizations also needs to be responsive, ensuring accessibility and functionality across
a range of devices, using such aggregation and simplification methods to be feasible on smaller
and touch controlled screens.

However, the journey of visualization carries its own set of challenges and dangers, particularly
the risk of distorting the viewer’s perception of data for example by simplification. We will later
see that accompanying storytelling can be an effective strategy to mitigate this, providing context
and narrative that guide the interpretation of visualized information, but also their prior data,
abstraction and transformation.

It is worth to mention here that such visualization strategies and their evolving tools are not
intended to produce definitive results on their own. Instead, they are crafted as tools to assist do-
main experts in analyzing and communicating their data in novel ways. Emphasizing a "human in
the loop" approach, these visualizations are designed to provoke questions and encourage further
research, acting as catalysts for exploration rather than endpoints of analysis.

The development process itself is deeply participatory, characterized by iterative exchanges and
co-development between designers, researchers, and end-users. This collaborative approach not
only fosters innovation but also ensures that the resulting visualizations are deeply aligned with
the users’ needs and contexts. Ongoing iterations within the non-linear design and developing
processes are crucial, sparking new questions and insights at every stage, continuously refining
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and enhancing the tools. Yes, this also means that often external domain experience is needed to
untangle the bound and implicit knowledge which lies in the meaning and interpretation of (vi-
sualized) data points and patterns. Those sense-making stories often stay hidden or they are only
documented by use cases in according publications. On the other hand those use cases play an
important role to illustrate the efficacy and application of these visualization tools to the various
scientific communities and audiences. By showcasing real-world examples of how domain experts
and end-users interact with the prototypes, these use cases provide tangible insights into the im-
pact and utility of the visualizations. Through this iterative, participatory process, visualization
design evolves as a field, bridging the gap between complex data and human understanding, and
enriching the dialogue between researchers and the data they seek to explore [203].
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1.2 Challenges in Digital Humanities and Cultural
Heritage

“History is written by the Victors.” – Winston Churchill

Particularly because of their similar tasks and characteristics, digital humanities (DH) and cul-
tural heritage (CH) face a unique set of challenges in terms of digitisation, the resulting data and
datasets, and the implications for scholarly work and public interpretation. In Munzner’s nested
model, the next level is the “data & task abstraction” [313], which touches on issues such as:
Why are we looking at visualisation and storytelling for these application domains?
Why are practitioners using the resulting tools?
Why do we design the visual elements, interfaces and visualizations this way?
In order to justify this, it is helpful to highlight the domain-specific characteristics and challenges,
especially with regard to the digitized information. So I have collected the following common
challenges, including:

Historical Contexts: DH and CH often utilize a perspective towards the past resulting in bygone
data sets throughout the centuries. This is accompanied by a wide variety of changing historical
contexts which have to taken into account during digitization, analysis and processing of infor-
mation and artifacts. This also holds true for the interpretation of contents or meta information
since conventions and receptions also developed. But also descriptive vocabulary such as names,
concepts, borders or their meanings changed over time, so that they call for clarification and trans-
lation.

Complex Contents: Due to their deep inter-linkage with society, cultural and humanities disci-
plines are working on complex problems, concepts or systems of various “zoom” levels and their
inter-dependencies. Resulting from that available information are highly complex, scattered, in-
complete so that contents needs sophisticated and intellectual processing and controls. This is
aggravated by (historical) uncertainties and subjectivity in case of for example contested (histori-
cal) contents and narratives. The data can be handled and processed at scale but the interpretation
of it becomes challenging because of missed nuances, context, and the interpretive depth that tra-
ditional humanities scholarship values.

Digital Research Bias: The phenomenon specifically relating to DH and CH, focusing on the
disproportionate research and dating of popular entities versus the neglect of the majority could
be described as “digital research bias” or “cultural data neglect”. It is a complex issue stemming
from factors such as availability of data, research funding, public interest, and the inherent bias
towards well-known or well-preserved artifacts and historical periods and institutional prejudices.
The issue reflects broader discussions on the priorities, methodologies, and biases present in the
digitization and study of cultural and historical data. The effects might be manifold so that it is
challenging to ensure that all communities or phenomena are equally researched, digitized or rep-
resented, leading to biases in approaches, findings and results.

12



1.2 Challenges in Digital Humanities and Cultural Heritage

Preservation and Digitization: Historical and cultural artifacts are often facing a variety of
risks and threats. These risks encompass environmental threats such as earthquakes, flooding, and
fires, or even inadequate room climate, as well as human-made dangers like theft, conflicts, and
vandalism. Consequently, there is often a need to evaluate these risks and threats, while also imple-
menting measures to safeguard DH and CH artifacts [352]. One of the methods to preserve is the
digitization of these artifacts but due to the historically variable precision in documentation and
the limited availability of information, datasets in DH and CH may be incomplete, inaccurate,
or inconsistent, potentially affecting research outcomes. Consequently, ensuring data quality and
the process of data cleaning demand significant time and expertise. Digitizing both tangible and
intangible CH is a labor-intensive task that requires specialized equipment and expertise. Achiev-
ing high-quality digital reproductions that faithfully represent the original artifacts or expressions
presents a notable challenge. The transition from analog to digital formats during digitization in-
herently leads to rasterization, and consequently, a loss in precision. Additionally, distortions of
the digital artifacts can occur due to format transformations or compression. For these reasons,
documenting the choices made in data selection, preparation, and analysis is essential for ensuring
reproducibility and maintaining scholarly integrity. However, articulating complex methodolog-
ical decisions can be challenging.

Bridging Silos: In the realms of DH and CH, the promise of interoperable data opens up un-
precedented opportunities for research, preservation, and dissemination. However, realizing this
potential is hampered by significant challenges, paramount among them being the difficulty of
combining datasets. This challenge arises from the diverse data formats and vocabularies in use,
underscoring the pressing need for standards and ontologies. Such standards not only facilitate
the harmonization of data but also enhance the accessibility and utility of invaluable cultural and
historical resources. Yet, the path to interoperability is fraught with technical hurdles. Trans-
formations between different formats and vocabularies can be technically daunting, complicating
comprehensive approaches to analysis and interpretation. This situation is exacerbated by the lack
of standardized formats and protocols specifically tailored for DH and CH data, leading to data si-
los, databases which might be homogenized but not connectable to others. The absence of these
standards severely impacts the interoperability between various databases and systems, creating
barriers to data sharing and integration across platforms and institutions. The consequences of
these challenges are far-reaching. They contribute to a landscape where data can become elitary,
accessible only to those with the resources and expertise to navigate these complexities. Further-
more, the current state of affairs often leads to overlap and duplicates in data collections, wasting
valuable resources and effort. Perhaps most troubling is the emergence of contradictory informa-
tion, which can undermine the integrity of research and analysis. Addressing these issues requires
a concerted effort to develop and adopt shared standards and ontologies that cater to the unique
needs of the DH and CH sectors. By doing so, we can unlock the full potential of digital data,
transforming it into a powerful tool for understanding and preserving the rich tapestry of human
culture and history.

Data Uncertainties: Digital datasets related to CH and DH research often encompass historical
time periods and geographic locations. However, the temporal and spatial metadata associated
with these datasets can be uncertain or ambiguous, complicating efforts to accurately place data

13



1 Introduction

within its historical and geographic context [199, 224]. Those uncertainties need to be addressed
and communicated transparently throughout the procedures of further processing, analysis and
visualizations. To support that creating detailed metadata (data about data) is crucial for cultural
heritage datasets to be useful. This includes provenance, historical context, conservation status,
and more. However, generating comprehensive and standardized metadata is a time-consuming
process that often faces inconsistencies.

Vastness and Sparsity: Especially with the advent of high-resolution imaging and 3D scanning
technologies, data sets in DH and CH where growing intensively. The sheer volume of digitized
information can be overwhelming, requiring substantial computational resources and expertise to
store, manage, and analyze effectively. On the other hand, the already mentioned digital research
bias or “skewness” leads to a sparsity and shortcoming of available (meta) information, especially
when it comes to CH objects [224]. Furthermore, connections between the various entities within
but also throughout the data sets are often missing, making it challenging to depict biographies
and complex matters without additional data or expert knowledge.

Sensitivity and Rights: Accessing relevant and usable digitized data can be a challenging task,
particularly for materials that are rare, under copyright protection, or yet to be digitized. The legal
constraints on copyrighted materials further complicate the landscape, restricting access and use
of digital resources and thereby affecting the development and dissemination of research projects.
Professionals in the DH and CH sectors are also deeply engaged in navigating the ethical issues
surrounding the digital representation and use of culturally sensitive materials. These issues en-
compass concerns over consent, privacy, and the risk of misinterpretation or misuse. Moreover,
DH and CH experts frequently face legal hurdles related to copyright, fair use, and the digitiza-
tion of protected materials, which requires a nuanced understanding of a complex array of laws
and regulations. Ethical dilemmas also emerge when handling sensitive data or information about
individuals, necessitating a thoughtful approach to privacy, consent, and the avoidance of harm.
This is especially true for the cultural expressions of indigenous and local communities, within
CH datasets, calling for intricate legal and ethical considerations concerning copyright, owner-
ship, and privacy. Successfully navigating these challenges to ensure respectful and lawful data
use represents a significant hurdle, underscoring the need for careful and considerate engagement
with both the legal and ethical dimensions of DH and CH work.

Representation and Sustainability: Ensuring the long-term preservation and accessibility of
digital projects and data is critical, especially as technology evolves. The challenge extends to mak-
ing these resources accessible and usable for a wide audience, including researchers, educators, and
the general public. Digital preservation faces obstacles such as the durability of formats, media
degradation, and technological obsolescence, necessitating ongoing effort and resources. More-
over, access involves not only technical aspects but also considerations of language, usability, and
inclusivity, ensuring content is represented accurately to avoid misinterpretation or misappropri-
ation. The aim is to maintain the integrity and accessibility of digital collections, making them
meaningful and available to a broad audience.
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Addressing these challenges requires multidisciplinary approaches, drawing on expertise in hu-
manities, cultural heritage, computer science, library and information science, and legal and ethi-
cal studies, among others. Despite these challenges, the opportunities presented by DH and CH
to uncover new insights, reach wider audiences, and engage with complex cultural phenomena in
innovative ways are immense. But these potentials are not coming without further burdens not
related to the data itself:
Funding and Engagement: Adequate funding and resources are necessary for digitization projects,
maintaining digital archives, and developing technological solutions. However, cultural heritage
and research institutions often face budget constraints that limit their capabilities in these ar-
eas. Additionally, often the documentation and communication of the processes within project
are not planned or funded, so that the engagement of and the (scientific) communication for a
broader audience becomes challenging and the interesting stories remain hidden. Furthermore,
encouraging active engagement and participation from communities, especially in the documen-
tation and interpretation of intangible cultural heritage, requires building trust and developing
collaborative approaches. But also the integration of and fit for needs and requirements for experts
of adjacent domains are difficult to assess and implement in detail.

A step towards solutions to these challenges and a method of bridging these differences and
gaps across various domains is through holistic approaches to the complex problems faced, em-
ploying polyvalent visualization and storytelling as a means of memorable and understandable
communication.
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1.3 Storytelling with Visualizations

“When we get to the end of the story,
you will know more than you do now...”
– Hans Christian Andersen, The Snow Queen

In order to meet the challenges mentioned above and to gain holistic and instructive insights
into the diverse world of digital humanities and cultural heritage by means of visual analysis and
to present them in the best possible way, we are now dealing with the storyteller and the use of
interactive visualizations in this context.

As last stage before the actual implementation–the “algorithm”–of visual tools, Munzner pro-
poses the design of the “visual encoding and interaction idiom” [313], leading to questions such
as:
How are we going to approach to overcome the discussed domain challenges?
How are we implementing storytelling methods into the visualizations?
How are we designing visual elements and interactions to fulfill our undertakings?

When we as humans try to convey information in an impressive and memorable way via any
communication channel we often (consciously and unconsciously) do this by telling our story of
it. We implicitly use storytelling techniques to make this knowledge dissemination as remarkable
as possible. We build up tension throughout our story to increase the attention and engagement
of our story listener, just to release all the tension at the end of our story to underline the point
we want to make or the information we want to convey. Or we use story hooks in the beginning
to attract and bound the listeners attention by for example for-shadowing or in medias res tech-
niques.

The interface of digital humanities, cultural heritage, visualizations and the storytelling with
visualizations marks an exciting frontier. From the dawn of human civilization, storytelling has
served as a cornerstone of cultural transmission and knowledge dissemination. Despite the seismic
shifts brought about by advancements in media and technology, the enduring power of narratives
remains undiminished. Instead these new channels allow for a manifold of opportunities rich in
accessibility and immersion.

Within our currently wide-ranging digitized and data-driven world the meaning and delicate
understandings of historical and cultural contexts are in danger of getting forgotten. Often con-
fined to the realm of visually appealing charts and graphs, data storytelling goes beyond mere
visualization. It is a structured approach to communicating insights that weaves data, visuals and
narrative into a cohesive understanding.

Storytelling–intangible cultural tradition itself–offers in combination with visualizations path-
ways towards the important and responsible preservation and dissemination of the richness of ir-
replaceable heritage and human history. Data storytelling is emerging as a transformative tool that
infuses scientific inquiry with humanistic narrative to bring cultural artifacts to life. By combin-
ing technology and storytelling, we enable digital humanities and cultural heritage to transcend
time and space, fostering engagement and dialogue among diverse audiences.
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This leads to questions such as Who is going to tell stories? Are these the domain experts or end
users? and Who is going to be the hero? The encountered entities such as persons, objects, collections,
groups or locations?

Aslan writes “Cultural heritage tells the stories of the world’s many peoples.” [18], meaning that the
heritage in itself informs about our societies and their ideas throughout history. Hence, Niccolucci,
Felicetti, and Hermon describe a “Heritage Story” as the collective (documented or interpreted)
information available on the heritage artifact and that this information should be presented in
the most attractive manner possible [323]. On the other hand Pilgrim, curator of the Jim Crow
Museum writes that there are “some” who are “labeling” and telling the stories of “others” [344],
so that selected people decide for others on the ways to interpret history and heritage, leaving us
with questions on elitism and rhetoric.

When it comes to the abstraction of elements from stories to visuals, the consideration of event
sequences and their narrations (or stories) gets important and I want to highlight the difference
between them here. The plot–the events of a (hi)story–is always ordered in a linear, chronological
sequence but the narration doesn’t necessarily has to follow this thread [133]. Instead the narra-
tion, thus the order of told and revisited events, is defined by the narrator–the creator–of the
story.

These observations underline the fact that authors of stories have the power to select, interpret
and present the information used according to their judgements and ideas, also including the risk
of misuse. Visualization-based storytelling (VBS)–or interactive storytelling in general–with its
user-involvement via options allows users to become authors or at least influence the narrative
thread.

Within the visualizations interactions such as highlighting, filtering and brushing–the marking
of elements throughout different views–of data points can be used to underline the “characters”
and the visual storytelling techniques such as the juxtaposition, transitions, or animations are used
to tell the varying circumstances during the progression throughout the story thread. VBS as such
can be used as an introduction into complex topics but also comprehensive visualization systems,
since the story can introduce into data, transformation and visual encoding as well as potentially
nested aggregations and guide through advanced interactions or use cases [253].

Meuschke et al. underline in their approach to storytelling of disease stories, that VBS relays
on the major key elements: characters, conflict, content, and structure [303] opening up a design
space for storytelling. Resulting from this various narrative arcs exist such as plot-driven stories
like Freytag’s pyramid or character-driven stories such as Campbell’s Hero’s Journey [61] (for de-
tails see 2.2.5). The focus on characters as protagonists encountering the antagonists’ challenges
creates the opportunity to evoke emotions and make the stories personal. They create space for
projections, so that the listeners (or viewers) can identify themselves with and project a manifold
of emotions onto the characters. Through the characters in stories, we as humans can experience
extraordinary situations without being exposed to any danger or suffering, holding the potential
of learning from this simulated situation [76]. Since ancient times stories were told to pass on
experiences and wisdom to further generations. Cron states that survivors (fittest, in the sense of
survival-of-the-fittest) have been the people who have heard and understood the story on how to
kill or survive the (animal) predators or any other threats [76]. The wall paintings within the caves
have been visual expressions of those stories [72]. In the context of DH and CH, the question
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could be whether the continuous telling of stories, better called “the transmission to following
generations” preserves our communities, traditions and knowledge.

In summary, in this thesis, I embark on a journey to explore the convergence of visualization-
based storytelling with digital humanities and cultural heritage. By delving into the nuanced in-
terplay between data science, visualizations and narrative discourse, I seek to illuminate the trans-
formative potential of storytelling in the preservation, interpretation and dissemination of our
collective heritage. Through interdisciplinary research and innovative methodologies, I aim to
contribute to a deeper understanding of how storytelling can serve as a catalyst for cultural revi-
talization in the digital age.
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“My father used to say that stories are
part of the most precious heritage of mankind.”
– Tahir Shah, Arabian Nights: A Caravan of Moroccan Dreams

2.1 Overview & Contributions

In the rapidly evolving landscape of communication, digital, visual and visualization-based story-
telling using data emerges as a powerful conduit for conveying complex commercial, journalistic
or scientific ideas to a broad audience.

This chapter delves into the heart of visualization-based storytelling (VBS), exploring its unique
ability to bridge the gap between intricate scientific concepts and their comprehension by diverse
audiences. Through a blend of digital media, including interactive graphics, video, and virtual
reality, storytellers can craft engaging narratives that resonate on a personal level, transforming
abstract data into tangible experiences for manifold assets and concepts in digital humanities (DH)
and cultural heritage (CH).

The essence of this storytelling approach lies in its capacity to humanize science, presenting
facts and figures within compelling narratives that evoke emotion and foster a deeper connec-
tion with the content. By leveraging the visual medium, scientists and educators can illuminate
the intricacies of their work, making it accessible and relatable to people outside their field. The
chapter is based on Paper 1: A Survey on Visualization-based Storytelling in Digital Hu-
manities and Cultural Heritage [256] and will therefore give an introduction into storytelling,
an overview over related surveys and guide through the principles of VBS. This is done by intro-
ducing defining key features of VBS, which are then going to be used throughout the whole thesis
to assess and discuss systems and their characteristics and their facets.

The article delves into the impact of digitization in arts and culture, generating vast data col-
lections that offer new opportunities for storytelling, especially through VBS. This approach is
identified as a potent means to communicate knowledge visually and narratively, facilitating the
understanding of complex topics for diverse audiences.

By developing a VBS specific design space with a special focus on DH and CH topics, the sur-
vey maps out emerging areas and future research directions. This design space is intended to help
scholars find suitable solutions for conveying topics through VBS, advancing the field through
collective efforts to address open challenges. Furthermore the survey presents an overview of the
current state of the art of VBS tools and examples in the realms of DH and CH showcasing exam-
ples where these techniques have been effectively applied in scientific and public communication.
It will explore the tools and strategies for creating impactful stories, discuss the challenges and
opportunities inherent in this approach.
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Ultimately the survey also sheds light on open and future challenges, offering insights into the
future of storytelling in the digital age and as motivation of following research and our develop-
ments explained within this thesis. As the journey through the digital landscape continues, it will
be discovered how VBS not only enhances public engagement with science but also encourages a
multidisciplinary approach to research dissemination.

The main contributions of the article can be summarized as follows:

1. Comprehensive Overview of VBS in DH and CH: We provide a detailed examination
of 34 unique VBS designs, aiming to present contemporary trends and best practices in the
field. This selection underscores the diversity within VBS examples and highlights emer-
gent trends and gaps that can inform foundational principles and creative possibilities for
VBS.

2. Categorization and Analysis of VBS Examples: By categorizing VBS examples based on
their main visualization types and storytelling aspects, we identify dominant approaches
and innovative practices. This analysis reveals a preference for simplicity and accessibility
in VBS designs, with a strong reliance on textual narratives and linear story structures.

3. Identification of High-Level Themes: Several high-level themes emerge from the analy-
sis, including Narrative Structure, Causality & Messaging, Identification & Familarity, In-
volvement & Engagement, Emotion & Affection, and the exploration of innovative and ex-
perimental approaches. These themes contribute to understanding the current landscape
of VBS in DH and CH and point to areas for further research and development.

4. Comprehensive Design Space for VBS in DH & CH: Consisting of two main parts
– VBS Means and VBS Presentation – with their respective dimensions we are proposing
a design space to create and describe VBS tools and examples (see Figure 2.2). Whereby
the VBS Means consist of general VBS characteristics, applicable to story examples and au-
thoring tools, such as the used visualization and media types and their possible linkage. On
the other hand the VBS Presentation is defining concrete realizations of stories analyzing
which entity class is focused and how complex or which story pattern the story thread is
following.

5. Highlighted VBS Examples: Specific VBS examples are discussed to illustrate how they
embody the identified themes and design dimensions. This practical context helps bridge
theoretical considerations with real-world applications, providing insights into how VBS
can enhance the efficacy of storytelling in conveying informative, engaging, and immersive
narratives.

6. Future Challenges and Opportunities: The survey outlines several open challenges and
future directions for VBS in DH and CH. These include the exploration of mixed reality
designs, storytelling with micro-content and gamification, the utilization of set and graph
visualizations, balancing reader- and author-driven designs, addressing the lack of object-
oriented storytelling, distinguishing between guidance, exploration, and storytelling, fos-
tering critical reflection and avoiding oversimplification, and considering visualization and
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storytelling rhetorics. These challenges highlight areas where VBS can evolve to better serve
DH and CH objectives.

Overall, the article contributes to the field by offering a nuanced analysis of VBS examples,
identifying key themes and gaps, and outlining future challenges that can guide the development
of VBS practices in DH and CH.
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2.2 Paper 1: A Survey on Visualization-based Storytelling
in Digital Humanities and Cultural Heritage

Jakob Kusnick1, Nicklas Sindlev Andersen1, Johannes Liem2,
Eva Mayr2, Samuel Beck3, Steffen Koch3, Carina Doppler4,

Kasra Seirafi4, Stefan Jänicke1 and Florian Windhager2
1 University of Southern Denmark, Odense, Denmark
2 University for Continuing Education, Krems, Austria

3 University of Stuttgart, Stuttgart, Germany
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Abstract: Storytelling is an engaging and effective way to design and communicate information
as causally connected sequence of events. As shareable and memorable carriers of information, sto-
ries have been told throughout history and related techniques of storytelling have been constantly
modernized and updated for changing media environments. As such, storytelling is omnipresent
in modern-day society to communicate information in a multimodal fashion, including accounts on
diverse fields of human culture. Reflecting on this transdisciplinary area of practice, this paper inves-
tigates visualization-based storytelling (VBS) techniques in digital humanities (DH) and cultural
heritage (CH) domains. It analyzes the prior art in this field with regard to VBS tools and exemplary
story designs to document best practices and map out future challenges. In doing so, we contribute to
the fields of VBS, DH and CH in several ways: (i) We combine and enhance storytelling design spaces
from related fields into a new comprehensive design space tailored to VBS in DH and CH fields. (ii)
We describe and discuss best-practice solutions from related work and categorize them according to
our design space criteria, making it possible to identify gaps and discuss open challenges. (iii) Lastly,
we highlight the potential of technological and conceptual extensions for VBS in this field, such as
augmented reality solutions, gamification and storytelling with micro-content. Ultimately, the out-
come of this work is intended to consolidate an emergent area of visual and narrative practice and
to provide a source collection for visualization, CH, and DH researchers to inform and strengthen
collaborative research on advanced VBS solutions.

2.2.1 Introduction

Storytelling is one of the oldest human practices to communicate and share the history of events
engagingly and memorably. A joint characteristic of stories is the existence of a narrative thread,
causally connecting persons, objects, places, or combinations of them and their changing proper-
ties and circumstances over time, as defined by [427]. Throughout history, stories have been told
and recounted through oral or written traditions and depicted through visual arts, such as paint-
ings on rock walls [38]. In modern times, stories have widely transcended the local use around
fireplaces and evolved into universal expressions and vessels for complex information that are con-
tinually adapted to changing media landscapes [152].

Processes of digitization in arts, culture, and humanities domains have generated an abun-
dance of data that waits to be processed, re-interpreted, and utilized in related practice and knowl-
edge fields. For these rich and complex data collections which are studied across digital humani-
ties and cultural heritage domains, visualizations can provide effective overviews, and make pat-
terns, distributions, and relationships visible to scholars, expert users, and non-expert audiences.
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What is essential for the following reflections is the fact that visualization techniques also provide
the means to tell meaningful and remarkable stories—and to enhance the narrative bandwidth
for conveying information significantly. The combined format of visualization-based storytelling
(VBS) thus offers a simple yet powerful way of communicating knowledge visually and narratively
[258], which also made it a ubiquitous topic in visualization research in recent years [363, 391]. On
the application side, it has led to the development of different software tools for authoring VBS
(see Subsection 2.2.6) and to an impressive variety of specific designs for communicating complex
topics to a wide range of audiences (see Subsection 2.2.5).

Drawing upon current research and development in this area, we conduct a state-of-the-art
survey focusing on the intersection of visualization-based storytelling with the digital humanities
(DH) and cultural heritage (CH) fields. The main contribution of the survey is thus to succinctly
conceptualize and consolidate the current state of VBS in DH and CH domains, which has not
been systematically discussed by either side until now. By doing so, we devise a VBS design space
with a particular conceptual orientation towards DH and CH topics, and thus with a unique ap-
plicability and relevance for VBS strategies in these domains. As a result, we map out emerging
areas of VBS development, along with directions and challenges for future research in these grow-
ing fields. This will help future DH, CH and visualization scholars to find suitable solutions for
conveying their topics through VBS—and to collectively advance the state of the art in all adjacent
fields with responses to open challenges.

Subsection 2.2.2 summarizes related work and elaborates on the relevance of VBS with regard
to key concepts. We define the scope of this survey in Subsection 2.2.3 and reflect on our guiding
survey methodology in Subsection 2.2.4. In the following, we assemble a topic-centered design
space for VBS in DH and CH fields in Subsection 2.2.5 and illustrate our central categories with
state-of-the-art examples. Based on these categories, we analyze VBS tools in Subsection 2.2.6,
which are available for CH and DH scholars and practitioners without a visualization or pro-
gramming background. In addition, Subsection 2.2.7 reflects on findings for bespoke story de-
signs developed by VBS research and practice. Finally, we discuss unique development challenges
at the intersections of VBS with DH and CH data and topics in Subsection 2.2.8 with the aim to
stimulate new research on all sides.

2.2.2 Visualization-Based Storytelling

It is evident, from their omnipresence in human culture and many academic reflections, that sto-
ries or narratives are wildly successful design strategies for conveying novel, relevant, or entertain-
ing information both throughout human history but also in present-day culture [38, 105]. Multi-
ple hypotheses have been proposed for why this is the case, including theories on a specific mode
of narrative information processing in human cognition (e.g., [191]). Given this evolutionary suc-
cess, also designers of “new media” are well-advised to know about—and where applicable make
use of—the powers of narrative design. In discussing DH and CH, it’s crucial to highlight the dis-
tinction between historical events and their narration. Given the more narrow focus of this survey
on visualization-based storytelling, a schematic juxtaposition helps to sketch out why the combi-
nation of narrative and visual information design is of specific interest (see Figure 2.1). Shortly
put, visualizations and narrations operate on opposing but complementary design principles [391,
404]: Stories aggregate and interweave information units sequentially as determined by an author
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Figure 2.1: VBS combines two fundamental strategies to connect information units to complex aggregates:
visualizations are based on the spatial juxtaposition of elements (left), whereas stories connect
their information units sequentially (right).

(i.e., author-driven reception pathways), while visualizations are aggregates of information units
that are juxtaposed at the same time—and readers must figure out how to navigate these open
arrangements (reader-driven reception) regarding perception pathways and interaction methods
[459]. A significant factor behind VBS’s popularity in recent times has been the ability of digital
devices and interfaces to integrate both design strategies (i.e., visualization and storytelling) with
their complementary strengths. As such, VBS interweaves overviews for massive datasets with
sequential guidance and narrative engagement in flexible combinations.

This first structural sketch of the complementary operating principles of stories and visualiza-
tions is corroborated by various definitions, including Ma, Liao, Frazier, Hauser, and Kostis [281],
who argue that VBS is a viable approach to communicating complex scientific findings, as they
increase comprehensibility, credibility, and involvement, especially when some form of interac-
tion is included. In this context, they consider stories to consist of sequential accounts on causally
related events over time that create lasting impressions and capture our attention. There have
been similar definitions provided by Cruz and Machado [77], Kosara [243], Lee, Riche, Isenberg, and
Carpendale [262], or Riche, Hurter, Diakopoulos, and Carpendale [363].

However, as VBS has gotten more popular, many voices in the visualization field pointed out
the need to define and discuss the meaning and means of “stories” or “storytelling” more thor-
oughly [95, 120, 388, 404], especially in face of simplified assumptions that all visualizations are or
tell stories themselves. On that matter, Denil [95] argues that storytelling goes beyond a visual-
ization’s (e.g. a map’s) inherent ability to foster, influence, or reinforce a narrative. Regarding a
related assumption, Few [120] warns “Data don’t tell stories, people do”. However, the number of
contributions—which have been sparked by such calls for more conceptual rigor—have not sim-
plified the overall discourse, as they have also generated competing technical terms for the shared
topic of interest: Suggestions range from “narrative visualizations” to “data-driven stories”, and
from “visual data stories” to “storytelling in visualization”. As such, we suggest to read the term
of visualization-based storytelling as an inclusive concept in the context of this survey, which aims
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to interconnect many existing definitions—and even more so many related key concepts, which
help to explain the relevance of storytelling.

Key Concepts

Narrative Structure: By definition, stories guide a recipient sequentially through a topic
and related visualizations. The basic meaningful elements of stories—what we have called ‘in-
formation units’ in Figure 2.1—has also been termed ‘states’ [180, 375], ‘story nodes’ [281, 466],
‘story pieces’ [262], or ‘plot points’ [281], which are connected causally through a series of tran-
sitions. The specific aggregate or narrative ‘gestalt’ that builds up from these sequential chains is
frequently referred to as the plot of a story [281]. In line with theories since antiquity, Few [120]
argues that such plots are further structured by larger sequential units, including (at least) a “be-
ginning, a middle, and an end”. Such components typically build the classical three or five-act
dramatic arcs of stories, including fundamentals like exposition (setting and conflict), rising ac-
tion, climax, falling action, and resolution [470]. The narrative structure can also be supported
through a meaningful layout [23], and by using navigational aids such as scrolling or slideshows
[296]. With such a system of guidance VBS offers possibilities to “help the audience to better com-
prehend difficult or complex concepts” [105] by presenting information in stories, which might
be beneficial in domains such as DH and CH where contexts stay intricate and might be effected
by uncertainties, contested histories or pluri-vocal narration.

Causality & Messaging: A narrative sequence, not necessarily chronologically ordered, to-
gether with explanations, helps to express causal relations between the information units of a story
[103, 180]. Emphasizing and highlighting changes between different system or story states is not
only an important purpose of storytelling, but can also be one of visualizations. For concise and
effective communication, Dykes [105] recommends focusing on a central point in a data story to
emphasize a main message, insight, or argument. An argument, communicated through explana-
tions, observations, and commentary [391], can be in a factual or narrated form [21]. The interpre-
tation of such a message, however, is influenced by the author’s experience and identity, similar to
the impact a reader’s culture, individual experiences, and perception have [179, 370]. While verbal
techniques may be best suited to convey a message, nonverbal or visual elements can also convey
and emphasize a data story’s message [374]. So a clear illustration of cause-and-effect relationships
can help convey the underlying messages of the data story more effectively. This involves structur-
ing the narrative to show how historical events, cultural shifts, or specific actions led to particular
outcomes, aided by the e.g. before-and-after comparisons via flowcharts or graphs.

Identification & Familiarity: Dykes [105] recommends to identify a story’s heroes, giving
them an identity and voice, and portraying their journey. Showing a story’s hero(es)—e.g., the
humans or valuable objects behind the data—helps to “make abstract data more relatable, and
possibly establish an emotional connection between the viewer and the fate of the entities” [363].
(Visual) anchors or hooks, providing entry points the audience can identify with, are a way to
create a familiar setting, direct attention to the key message, convey a first impression, stimulate
default views to orient the audience, and to “paint the picture” [141, 179, 363, 391]. So building a
sense of identification and familiarity can be achieved by relating the content to the viewer’s own
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experiences or cultural background to create entry points for a broad range of audiences from the
various sub-domains of CH and DH. This could involve showcasing common cultural elements,
drawing parallels between past and present, or using familiar storytelling formats and archetypes.

Involvement & Engagement: Storytelling is a promising communication approach as hu-
mans acquire a narrative mode of thinking early in their development [54], which focuses on
meaningful human intentions and actions over time rather than the analysis of facts and truth.
They increase our attention and open us to new information [105]. Stories can deeply engage
recipients (“narrative engagement”, cp. [60]) in the flow of history and lead to a rewarding, en-
tertaining, and joyful experience. Such positive experiences can also trigger further interaction
with the information and are, therefore, also an indicator of successful visualization-based stories
[296]. Actively involving participants in a data-driven story (e.g., by prompting estimation ques-
tions) can assist memory and ease comprehension of complex, abstract or historical DH and CH
complexes and make them more tangible [363].

Emotion & Affection: Stories can evoke or reinforce emotional reactions (e.g., empathetic,
cheerful, surprised, unpleasant, uncertain, or angry emotional states). Herman, Jahn, and Ryan [171]
summarizes that “understanding narrative, just like understanding in general, is never purely cog-
nitive. It is one of the major attractions of narratives [...] that they elicit emotional responses in
their audiences.”. Visualization-based stories can be emotional and sensory experiences and can
evoke affective responses [327]. Schwabish [388] identifies emotion together with a meaningful cli-
max as the two essential characteristics of a story. This means that viewers can develop a deeper
connection with the history and culture being presented. This emotional connection can be par-
ticularly powerful in preserving intangible CH, such as traditions, languages, and practices. But
this is also useful in DH, where the objective is often to explore the human aspects of history and
culture. Emotions can provide a more nuanced view of historical events, societal changes, and
cultural phenomena.

Related Surveys

Several articles related to our work have already analyzed and classified the growing field of vi-
sualizations used for data-driven storytelling—each with a specific focus that contributes to the
development and understanding of VBS. We analyze the categorization schemes used in these sur-
veys for a more holistic understanding of relevant design factors for VBS. Segel and Heer [391], for
example, created a design space and suggested practices mainly for journalistic reappraisals of data
into visual stories. Their classification is based on three main criteria: genre (main visualization
technique), visual narrative tactics (visual structuring, highlighting, and transition guidance), and
narrative structure tactics (ordering, interactivity, and messaging). Tong, Roberts, Borgo, Walton,
Laramee, Wegba, Lu, Wang, Qu, Luo, et al. [427] review the use of storytelling in data visualization in
general and present a broad range of common visual storytelling elements. They analyze mainly
scientific publications along the questions and corresponding characteristics: who? (authoring-
tools, user-engagement), how? (narratives, transitions) and why? (memorability, interpretation).
As a second classification layer, they review the path through the sequence of events (linear, user-
directed path, parallel, and random) as an adaptation of Segel and Heer’s classification. Concern-
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Figure 2.2: Overview of the design space for visualization-based storytelling (VBS) in digital humanities
(DH) and cultural heritage (CH) fields for the analysis of VBS state-of-the-art examples and
authoring tools. Analytical categories on the left side focus on technological means and de-
sign dimensions available for VBS authors—and is used for the analysis of VBS authoring tools
(see Subsection 2.2.6) and state of the art VBS examples. Additionally, the right side categorizes
implementation-specific characteristics for VBS examples (see Subsection 2.2.5).

ing newer, web-based, and data-driven stories also, Stolper, Lee, Henry Riche, and Stasko [405], and
Gershon and Page [141] extended Segel and Heer’s schema by adding other genres (e.g., timelines),
narrative structure tactics (e.g., interactive brushing and linking), messaging (e.g., audio), and vi-
sual narrative tactics (e.g., linking separated story elements).

Yang, Xu, Lan, Liu, Guo, Shi, Qu, and Cao [469] analyzed the narrative structure of data videos
based on Freytag’s pyramid [134], which is a prominent model of the classic narrative arc starting
from an introduction of a setting (exposition), with a progressive increase of the tension (rising
action) towards the climax, and falling tension (falling action) until the end (resolution). They
identified narrative patterns, data flows, and visual communication design strategies to support
the story’s flow through the pyramid. Even though Yang, Xu, Lan, Liu, Guo, Shi, Qu, and Cao [469]
analyzed only linear, author-driven forms of storytelling, they argue that their analysis could be
extended to other forms of VBS. Similar approaches were taken by Amini, Henry Riche, Lee, Hurter,
and Irani [6] to describe the narrative structure of data videos (establisher, initial, peak, release) and
Kosara [242] to analyze argument structure for data stories (claim/question, facts/evidence, expla-
nation, conclusion)—which are both based on Cohn’s [72] theory of visual narrative structure
categories of sequential images.

Latif, Chen, and Beck [259] studied the spatial arrangement and interactive linking of visualiza-
tion and text as an essential driver of reception, engagement, comprehension, and recall. They
identified different options to explicitly or implicitly link text and visualization and embed the
visualization in the narration. Introducing the visualization technique of story curves, Kim, Bach,
Im, Schriber, Gross, and Pfister [226] analyze the (non-)linearity of narrated fiction (i.e., movies)
based on Genette [137] nonlinear narrative patterns. By investigating how the historical sequences
of events are ordered in the narration, they extend the classical patterns (chronicle, retrograde,
zigzag, analepsis, prolepsis, syllepsis, and achrony) with the patterns beginning/ ending in medias
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res, continued flashbacks/ flashforwards, staged flashback/ flashforward, bidirectional flashes, and
merging/ diverging zigzags.

In another survey of 80 visualization-based stories, McKenna, Henry Riche, Lee, Boy, and Meyer [296]
identified seven factors that contribute to the visual narrative flow: (1) how recipients navigate
through the story, (2) to what level of detail they can control the text, visualizations, and tran-
sitions between, (3) visual information on the story progress, (4) the story layout used, (5) the
balance between visualization and text, (6) the linearity of the story, and (7) the kind of feedback
users receive when interacting with the story.

In the context of cartographic design, Roth [370] provides three perspectives on visual story-
telling: foundational plot patterns (three-act structure of stories containing basic plot patterns,
see Subsection 2.2.5), visual storytelling genres (static visual stories, long-form info-graphics, dy-
namic slideshows, narrated animations, multimedia visual experiences, personalized story maps,
and compilations) which are “defined only by the visual or interactive technique used to enforcing
linearity in the narrative sequence”, and visual storytelling tropes (continuity, mood, dosing, at-
tention, redundancy, metaphor, voice) “used to advance narratives across text, maps, images, and
other multimedia”.

2.2.3 Survey Scope

The discussed surveys have already explored and classified various general aspects and application
fields of VBS. We build on these reflections with the aim to unify, connect, and apply related con-
cepts from these and other works to our focus field for a topic-centered survey [297]: We aim to
develop a coherent VBS design space for the sprawling fields of DH and CH, which has not seen
a systematic discussion and conceptual consolidation until now. As such, we do not aim for an
exhaustive, “paper-centered” approach, giving a statistical account on all available contributions
in the field [297], but to establish a novel conceptual and analytical framework (i.e. an expressive
design space) helping to get a grip on a remarkably complex topic, eluding existing visualization
categories, but also DH and CH work until now. For the related development of hybrid analyt-
ical categories, we build on a prototypical design space that has been derived in the context of
a transnational DH project focusing on CH data [251] which has been further consolidated for
this survey (see Figure 2.2). Thanks to the analysis of found existing works and literature review,
this design space synthesizes established and novel, rather theoretical, categories to analyze unique
VBS examples in DH and CH (left and right hand side in Figure 2.2) and to better understand
the essential characteristics of VBS authoring tools (left hand side only), but also to reveal gaps
and future potential.

With regard to our survey methodology, we collected VBS approaches to DH and CH data by
a predefined selection process (see Subsection 2.2.4). For that matter we assembled examples of
VBS authoring tools and existing examples and instances of visualization-based stories in DH and
CH fields, either documented by scholarly reflections or published on the web. Thus our guiding
criteria for the inclusion of VBS works were:

A. Existing relations to DH or CH domains and projects (e.g., by a chosen topic or by the
authors’ corresponding affiliations)

B. The utilization of visualization(s)
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C. Existing narrative design aspects

Similarly to prior research on VBS in online journalism [427] or scientific papers on VBS [391],
we are not aiming for completeness with this investigation but to collect and document VBS in-
stances centered on a specific topic—i.e., on DH and CH phenomena—and for illustrating this
“topic-centered” design space categories with a sample maximized for showcasing the diversity of
design solutions. Within this sample we highlight representative solutions and best practices to
provide guidance for future visualization and DH scholars and analyze each narrative example to
gain insights into commonalities, differences, and open challenges. The sample thus illustrates a
wide variety of data, topics and narrative technologies throughout the dimensions of our design
space, which we consider to reflect at least some aspects of the unique diversity that is inherent to
CH and DH.

As an interdisciplinary nexus of fields, the digital humanities combine traditional approaches
to the study of arts and humanities topics with computational methods [102, 329, 330, 346]. This
involves the use of digital tools, methods, and resources to enhance research, teaching, and learn-
ing in the humanities [387]. The goal of many related projects is to create new forms of knowledge
and understanding by examining humanities data and cultural archives with computational meth-
ods, including visualizations and simulations [47, 66]. The bi-directional interaction between the
two fields interconnects traditional humanities methods and practices with computational ap-
proaches to enhance workflows and methods instead of replacing them.

Cultural heritage, on the other hand, refers to the inherited traditions, beliefs, customs, knowl-
edge, and artifacts passed down from one generation to another within a particular cultural group,
due to their “aesthetic, historic, scientific, or social value” [189]. It encompasses tangible elements,
such as monuments, buildings, works of art, manuscripts, and archaeological sites, and intangible
elements, such as oral traditions, rituals, music, and dance [435]. With regard to CH, the digital
transformation has been understood as a large scale effort to document and duplicate CH col-
lections globally, and thus to create a “4D mirror world” with digital twins of global CH—and
modelling its evolution historically via structured and linked data over time [215].

In common practice, DH and CH fields and methods are closely intertwined: While DH devel-
ops and adapts computational methods for the study of humanities topic in general—often with a
focus on textual sources—CH more narrowly focuses on digital methods for the study of tangible
and intangible cultural objects [312]. According to common parlance, DH is understood as the
bigger and more inclusive tent [412], which also incorporates CH fields of study. However, the
closer inspection of related scholarly communities with their working programs, organizations,
and traditions also makes the separated but interrelated reflection on both fields plausible [312],
which we chose for our current approach. In this survey, we thus assemble VBS examples from
both fields, including stories more narrowly tailored to CH actors, objects or collections, but also
story approaches with a high relevance for larger-scale DH reflections in disciplines such as history,
politics, literature, archaeology, musicology, media studies, or art history. Certain DH fields are
not expressively addressed in this survey, such as philosophy, linguistics, religious studies, or work
in the adjacent fields of the social sciences. Nonetheless, we believe that story data arising from
these fields can be modeled in similar manners using DH-centric entity classes or combinations
of them, as we describe in Subsection 2.2.5.
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2.2.4 Methodology

The seminal collection of VBS examples, publications and tools of this survey has been informed
and facilitated by the team of authors’ existing expertise in the field and by previous surveys (see
e.g., [201, 224, 251, 458], as well as works summarized in Subsubsection 2.2.2). In addition, we
searched for related work on VBS within the scope of the survey. Since our survey is situated at
the intersection of VBS, DH and CH studies, the main resources for this work originate from the
according realms. Hence, publications were retrieved from visualization conferences (e.g., the an-
nual EuroVis conference) and journals (e.g., IEEE TVCG), digital humanities (e.g., ADHO Dig-
ital Humanities), cultural heritage (e.g., Journal on Computing and Cultural Heritage) and from
their intersection (e.g., DARIAH Annual Event 2022: Storytelling, International Conference
on Interactive Digital Storytelling (ICIDS)). Furthermore, we utilized Google Scholar to browse
visualization and theory related to storytelling using keywords such as “visual storytelling”, “data-
driven stories”, “narratives”, “scrollytelling”, “geospatial storytelling”, and the combination of
them to gather academic references. Then, reviewing each paper’s related works and sections in-
dividually, we traced every cited reference and checked if it fitted our survey scope.

In addition, we used Google Search with similar keywords to find relevant VBS tools, along
with examples implemented using these tools. For instance, we encountered DataToon [228] as a
relevant VBS editor and took CH and DH showcases into closer consideration (see Figure 2.14).
In addition, we did not just look into works or tools arising and described in academia but also
into relevant contributions from professionals working in journalism or the arts to include, for
example, seminal scrollytelling features published by news providers or cultural heritage institu-
tions. However, we excluded works that do not include visualizations.

For a demarcation of this central concept and related examples we built on an inclusive defini-
tion of visualizations as “visual representations of datasets designed to help people carry out tasks
more effectively” [314], which bridges the common distinction of information and scientific visu-
alization [361]. As a result, our collected VBS examples strongly emphasize instances built around
techniques of data or information visualizations (i.e. visual representations of “abstract” data to
amplify cognition [62]), but they also include three-dimensional renderings of cultural artifacts,
which are of particular importance for (storytelling in) CH fields, often in addition with virtual
or augmented reality techniques. This can be illustrated with a “visual” scrollytelling article about
the outbreak of and fight against the fire in the cathedral of Notre Dame [322], which is driven by
multimedia and annotated three-dimensional renderings and schematics, and thus got excluded
(it is also not freely accessible). Whereas the “visualization-based” “Wer heilt hat recht” [170] focus
on an interactive timeline and uses three-dimensional renderings only in addition to that to make
the matter more tangible.

VBS Sample Description: While the collective search procedure quickly assembled a large
number of 123 VBS examples, the following selection and winnowing process led to a significant
reduction of works selected for the topic-centered analysis based on the defined inclusion criteria.
As a guiding selection criterion, we aimed for the maximization of diversity, to illustrate the uti-
lization of as many design space features and cells as possible. Works are included if they primarily
revolve around the domains of DH and CH, anchoring our analysis in contexts that resonate with
the essence of historical significance and cultural resonance. However, we deliberately steer clear
of work on overly contemporary topics and modern data journalism in order to maintain a his-
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Figure 2.3: Stories narratively encode sequences of events in real, historical, or fictitious worlds (top left)
into story sequences, consisting of distinct information units (bottom left), which can be en-
coded by different types of media (center right, see 2.2.5), including different types of visualiza-
tions (right, see Subsubsection 2.2.5).

torical perspective than the immediacy of current events. A key determinant for inclusion is the
presence of a recognizable narrative structure, characterized by elements such as a well-defined set-
ting, engaging characters, and a coherent chain of narrative events. This serves as a counterpoint
to the exclusion of work that relies solely on exploratory visualization without a narrative thread,
a departure intended to underscore the importance of VBS in Digital Humanities. Furthermore,
we exclude works that have become inaccessible over the course of the analysis period, ensuring
that the material included remains not only relevant but is also readily available for reference and
study. In addition, we do not include works that are behind paywalls, as this impedes the open
and equitable dissemination of knowledge. Ultimately, the inclusion of multiple examples from
identical VBS tools was possible but limited to four instances to avoid redundancy if they were
too similar. The final number after curation and filtering according to our criteria amount to 34
VBS examples.

In our selection of VBS tools for analysis, we did not strictly focus on tools that, as a core feature,
allow the creation of visualizations. We also incorporated tools that, in other ways, offer features
that facilitate the integration of visualizations with narratives. Some of these tools excel in anno-
tating, combining, or coordinating images of data visualizations, still making them valuable for
composing VBS. For instance, certain tools that emphasize rich media content creation, without
the direct ability to process data and generate visualizations, found their way into our study. This
inclusion was driven by their evident design or usage focus on annotating visualization images.
An example of this category is VizFlow [408], which—while not primarily a data visualization
tool—offers capabilities catering to VBS authors’ needs.

Coding Procedure: Regarding the analysis of collected VBS examples and tools across our
design space categories, we followed a double coding process: Two authors from different groups
independently assessed each VBS example. Coding discrepancies were resolved after a collective
discussion on a case-by-case basis.
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2.2.5 A VBS Design Space for DH and CH

In the following, we assemble a design space for VBS in the fields of DH and CH. For this pur-
pose, we bring together design dimensions from the literature, referenced in Subsubsection 2.2.2,
enrich them with additional DH and CH perspectives, and interweave them with specific de-
sign considerations emerging from an extended understanding of story protagonists (which we
refer to as entities of interest in Subsubsection 2.2.5). Along the way, we illustrate essential de-
sign space characteristics by linking them to representative VBS examples while we analyse them.
The coded VBS examples and tools are available in an interactive survey browser under https:

//intavia.github.io/.

Media Types

Techniques of storytelling are guiding and organizing communication efforts across different me-
dia types—especially in multimodal “new media” environments. As such, readers and designer
benefit from looking at the elementary media units of a story: Which media elements does a
story—or does a VBS tool allow to—interweave? With regard to the basic story structure laid out
in Figure 2.1 (right-hand side), we distinguish different media types available in digital design set-
tings to encode and represent the elementary ’information units’ of stories (see Figure 2.3). These
different media types include sound or audio information (speech, music, noises), text (written
information), gestures or performative elements (for direct narrative presentations), images (draw-
ings, paintings, photographs), film or video elements, and visualizations. From this general point
of view, visualizations are just one content or media type that commonly is carefully interwoven
with other media types to multimodally represent complex DH and CH information. In this re-
gard, audiences of digital environments are used to encounter all kinds of narrative “multimedia”
designs—for instance, historical documentaries, which combine the speech of a narrator with
(historical) images, music, and diagrams [160]. In this context, the utilization of media types can
happen in parallel (e.g., a video stream with a synchronous track of spoken commentary) or as a
temporal sequence of the different media components (similar to the analysis by Latif, Chen, and
Beck [259]).

In most of our analyzed examples, the main narrative is conveyed by textual information ac-
companied by images to illustrate the story. Only in the case of video or filmmaking approaches,
narrators are used to develop the story thread via voice-over in a documentary style (e.g., Hallo-
ran [160], see Subsubsection 2.2.5). In general, audio is mostly used as part of film sequences or as
sound effects to contextualize and increase the receptive immersion with a denser atmosphere via
related audio or additional video sequences [112, 186, 210]. The use of sounds or music becomes
more substantial if the actual story revolves around music, such as the story of new beat inspira-
tion [304], the development of men’s pitches throughout history [286], or musical instruments
and their sustainability [253]. We encountered the use of speech to directly present perspectives
in VBS examples only in the rarest of cases such as in case of the first-person insights on cultural
objects in case of the various Austrian historical collections [170].
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Figure 2.4: Different possibilities for creating a narrative thread between visualizations or other media types
(center). In the case of text used to convey the narrative, the linkage between it and the visual
element gains in importance (right, see Subsubsection 2.2.5).

Visualization Types

VBS designs essentially depend on the choice of visualization techniques which are utilized by a
story or offered to the users of a VBS tool. To simplify the corresponding categories, we distinguish
timeline visualizations from map-based visualizations, set-based visualizations, network graphs
(including trees), different types of statistical charts (such as bar, pie, line, or area charts), and
three-dimensional renderings. For these different types of encoding DH and CH data, we also
analyze whether they are implemented as interactive or static visualizations (see Figure 2.3, right
hand side).

With their focus on chronological sequences of events, timeline visualizations are a near uni-
versal visualization option for data stories. In DH and CH practice, timelines often focus on rep-
resenting a selected actor’s trajectory, such as stations of an individual’s biography in case of artists
Mary Kearn [285] or Whitney Houston [237]. But also analyses of large aggregates of individuals
are feasible use cases, such as the fallen of World War II [160], whereby timeline representations
are often accompanied by other visualization techniques (such as line or bar charts), contextu-
alizing the chronological sequence of events. Related examples reflect on the different painting
styles of Vincent van Gogh [403] throughout his career with a synchronous look at his work-
ing locations on a geographic map. Similarly, the changing manufacturing conditions for musical
instruments have been visualized with regard to the plant and animal species used as resources
against the threats of biodiversity loss [253]. In a complementary fashion, geospatial information
on maps is oftentimes contextualized with trajectory visualizations to represent spatiotemporal
movements and journeys throughout a character’s lifetime [124, 325]. Statistical charts are fre-
quently used to add further context and to enrich stories with quantitative information or with
set-typed visualizations of groups and clusters of multiple entities and their development through-
out the story. Examples include the depiction of army strengths during Napoleon’s war campaign
against Russia [415] or the orchestration of musical instruments throughout the career of Miles
Davis [228]. However, the visualization of set-typed data and even more so the representation
of relational data in form of network graphs remains a rarity within the analyzed VBS examples,
which makes the use of these visualization types interesting for future storytelling projects. Most
of the visualizations analyzed by this survey have been implemented in an interactive fashion to
allow recipients to explore selected data and to drill down on further details on demand. Through
those characteristics the visualizations are able to tell stories by themselves, but most often they
act more as depiction of the narration delivered through further elements.
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Story Thread & Visualization-Text Linking

There are multiple options to interweave multiple media or visualization elements to carry the
story thread of a VBS instance. The dominant threading technique is the use of (the referentiality
of) language, either as written text or as spoken narrative voice. As such, the guiding question is:
How are language-based story threads and visualization elements interlinked (cp. [259, 296])? Re-
garding visualization-text linking, we distinguish in-text references to visualizations from legends
of visualizations, narrative annotations of visualizations, or coordinated scrolling techniques (see
Figure 2.4, right). However, story threads can also be generated by non-linguistic techniques (see
Figure 2.4, center), such as the spatial juxtaposition of visualization and media elements, or their se-
quential chaining utilizing temporalization and chronological transitions (e.g., with a slideshow),
or by a moving camera, which pans and zooms into various selected elements of a larger visual
constellation, including various subtypes of established part-to-part or part-to-whole transitions
(cp. [293, pp. 60–93]).

Figure 2.5: Basic composition options for visualization-based stories, ranging from linear, timeline-based
media sequences (top) to complex narrative pathway designs (bottom), see Section 2.2.5

In most of our analyzed VBS examples, a ’moving camera’ is used in combination with maps to
follow a character’s spatiotemporal pathway, like the progression of the revolt on Jamaica in 1760
[53] or by panning along a timeline with eras for Austrian cultural heritage collections [170]. In
contrast, juxtaposition designs line up different story states side by side for sequential inspection,
such as with data comics [228] or the card-styled story of Spades in African-American communi-
ties [135]. A similar design—but with a sequential revelation of states—has been chosen for the
depiction of temporal pattern succession in paintings by Vincent van Gogh [403], or after each
click for the differences in men’s pitch throughout the years [286]. For the widely used technique
of scrollytelling, coordinated scrolling moves readers along the story thread to trigger further ac-
tions, reveal additional multimedia context, and to introduce or update visualizations (e.g. [253,
402]).

Visualization-Based Story Composition

There are different options how visualization-based stories can be composed; how visualizations
are built into stories, or how “author-driven” design elements enrich and structure largely “reader-
driven” visualization components [391]. For the analysis of composition options for VBS ap-
proaches (see Figure 2.5), we start from the baseline case of rich-media stories, which connect
multiple media elements (including all media types from images to texts, video, audio) without
visualizations through a narrative thread. They provide a multi-sensory experience that can en-
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Figure 2.6: Prototypical interactive implementation options for VBS. Considered aspects here are the tran-
sitions between visualizations and information throughout the thread of “story states”.

gage audiences more deeply than single-medium narratives. This approach is particularly useful in
CH settings where the goal is to recreate or simulate historical environments, traditions, or experi-
ences. It allows for a rich, immersive experience that can convey the ambiance of a historical period
or cultural setting [25, 337, 365]. While these stories are a borderline example—technically external
to our survey scope, even though they represent the majority in digital storytelling—we consider
rich media sequences to often provide the building blocks or source material for more complex
VBS designs. For instance, rich media stories often are accompanied by a) a timeline which shows
all plot points as chronological markers on a time axis. Alternatively, b) multiple timelines can vi-
sualize (parallel or interconnected) story threads, which again are depicted in more detail by rich
media elements. Another central composition principle is given by c) narrative pathway designs,
which can lead through any visualization, such as map, set, graph, or chart-based arrangements.
This method helps in maintaining narrative coherence and ensuring that the audience grasps the
intended message or storyline and are useful in e.g. museum exhibits or digital archives, where
guiding the audience through a specific narrative (like the life of an artist or the development of
a cultural movement) is desired. In the following, d) “mixed” (author-and-reader-driven) path-
way designs either instantiate the d.1) Martini glass structure (where an author-driven story se-
quence introduces the reader-driven visualization, according to [391]), or d.2) “inverted Martini”
pathways, which users can activate and follow in an author-driven manner according to details-
on-demand (also “drill-down structure”, cp. [391]). These structures are valuable in educational
settings or interactive exhibits where the goal is to initially provide a guided understanding before
allowing exploration, or vice versa. For example, initially guiding a user through the critical stages
of a historical event, then allowing them to explore related artifacts or documents in-depth. In
addition, we consider e) sequences of multiple visualizations to be a relevant design strategy, which
can translate the design principle of multiple or faceted views into a narrative perspective. Those
are useful in comparative studies or when showcasing diverse aspects of a cultural heritage topic,
like comparing architectural styles across different civilizations or presenting various facets of a
complex historical event. If such a narrative visualization sequence is combined with further nar-
rative pathways through the individual visualizations, the nested design of f) narrative pathways
through multiple visualizations are the result (see Figure 2.5).

At a first glance, the correlation between VBS examples and timeline visualizations, and the use
of narrative pathways through geospatial map visualizations becomes apparent. The use of this
technique throughout further visualization types such as graphs and sets are missing—most likely
due to the general lack of these visualization types. Multiple timelines occur only in very few cases,
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and there mostly to compare different categories in lanes, like it is apparent in case of the different
regions around Salzburg, Austria [170]. Mixed pathways (through multiple visualizations) and
exploration options break up the author-driven path, create pauses, and allow for interaction in-
between as well as details-on-demand to create a rather complex and multi-modal VBS experience
(e.g. [253, 403, 415]).

Interactive Implementation Options

In a rather complex space of design options, we highlight prototypical designs, where the story
thread either unrolls in space (juxtaposed scenes and story elements) or in time (sequential, time-
oriented storytelling). Implementation options include a) annotated visualizations [357], where
numbered text blocks (and arrows) add a story-layer to a static visualization, b) data comics [21], as
juxtaposed panels of visualization or images, commonly combined with text, c) scrollytelling de-
signs [279], which similarly juxtapose visualizations or image-based media chunks with paragraphs
of text, often enriched by other interactions (also called “long form info-graphics”, “multimedia
visual experiences” or “compilations” [370]), d) narrated animations, where a changing visual-
ization (or a film-sequence of content chunks) tells a story - e.g., together with an audio or text
track, e) dynamic slideshows, which allow clicking through a sequence of all possible media types,
f) moving camera, where a camera pans and zooms into a visualization (usually combined with ad-
ditional story information), and g) combined moving camera+slideshow designs (see Figure 2.6).

The majority of coded storytelling examples are realized by either scrollytelling (e.g. [135, 253,
304]) or slideshow techniques (e.g. [99, 210]), but both often in combination with moving camera
approaches to keep the focus within the visualization. In contrast to that we just found single
examples using a data comic on “Miles Davis’ Famous Albums & Featured Musical Instruments”
([227]; see Figure 2.14), connecting musicians with related instruments throughout the different
panels.

Target Devices

While many story implementations (or tools) allow reception on multiple devices or platforms,
some VBS examples or tools are tailored to (or aim for) specific devices, including a) static displays
(e.g., posters, textbooks, museum catalogs, exhibitions walls), b) touchscreens or desktop only, c)
mobile devices (smartphones or tablets), d) large public displays or wall projections, e) multi-user
devices (e.g., multi-touch interfaces or tables), f) virtual reality devices, or g) augmented/mixed
reality devices (see Figure 2.7).

Throughout the analysis we found most of the examples designed for the responsive percep-
tion via desktop or mobile devices, whereas only a few examples focus on mobile consumption
or explicitly expect a desktop resolution such as the story on the patterns in the life of Vincent
van Gogh [403]. We only encountered a few examples specifically designed for augmented/mixed
reality where all of them forego information visualization and mainly focus on realistic render-
ings often in combination with gamification elements such as the watering and growth of a coffee
plant [126].
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Entity-Orientation

Storytelling in DH and CH can revolve around any kind of narrative entity as a story protagonist.
These can obviously be a) persons, but also b) objects, c) (historical) events, d) places, or e) sets in
terms of complex combinations of all of these entities (see Figure 2.8).

Persons include all kinds of (historical) figures and human actors. Many CH and DH stories
shed light on histories of individual persons and on their changing characteristics and situations,
such as the development of the instrumentation in albums by Miles Davis via juxtaposed graphs
as a data comic [227].

Objects refer to all kinds of natural or artificial things, especially CH objects such as paintings,
documents, sculptures, movies, buildings, or other artworks. DH and CH scholars are frequently

Figure 2.7: Range of target devices which are frequently encountered in DH and CH-centered VBS con-
texts.

Figure 2.8: Major entities of interest in fields of digital humanities (DH) and cultural heritage (CH), which
are narratively interwoven by synchronic and diachronic relations.
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Figure 2.9: Story schemata, from individual entity biographies (left) to increasingly complex set biogra-
phies (right).

interested in the provenance and stories of such objects. For instance, users are able to locate the
history of Titian’s paintings in time and space [75].

Events refer to historical occurrences that trigger more consequential state changes of large sets
of entities, such as natural disasters, social unrest, reforms, or wars. Often, VBS stories about
events in history refer back to persons and/or objects, but they can be a story focus of its own.
Examples are war campaigns like Napoleon’s 1812 campaign against Russia [415] or the attack on
Pearl Harbor [112].

Places refer to spatial and geographic constellations such as buildings, villages, towns, or whole
countries. Related VBS examples illuminate the developments of the Austrian city Tulln, told
by an interactive museum app [127] or the life in concentration camps for more than 120000
Japanese Americans in the USA between 1942 and 1946 [114]. Even when they are not a focused
entity, places frequently organize geo-spatial storytelling by the utilization of maps (e.g. [315, 423])
due to their links to cultural objects and persons.

Sets are larger aggregations of multiple entities and focus on their relationships using contextual
information. As such, this category can refer to sets of persons (groups, families, organizations),

Figure 2.10: Story complexity from a synchronic (left) and a diachronic perspective (right).
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sets of objects (e.g., collections, exhibitions), sets of sets (e.g., clusters of art schools), sets of (histor-
ical) events (e.g., history of secularization), or sets of places (e.g., all places of a political territory).
Exemplarily, “Objects of Wonder” tells the story of 147 million items in the collections of the
Smithsonian Museum of Natural History and reflects on challenges of biodiversity with various
collection objects [402]. Frequently the different connected compounds of sets or subsets are used
to compare similarities and differences such as in the case of the painting throughout various areas
and periods revealing the “Patterns in the life of Van Gogh” [403].

Story Complexity

For analytical purposes, we introduce two simple complexity measures for VBS instances using
approximate categories for synchronic (non-temporal) diachronic (temporal) story complexity
(see Figure 2.10).

Synchronic story complexity is given by the number of focused entities the story revolves around
and in this context we distinguish three complexity levels: Simple equals an entity focus of one,
as is the standard for individual biographies (e.g. [285, 315]) or a or specific, narrow topic (e.g.
[126, 304]). Medium derives from a focus on multiple entities and countable composites (e.g. of
objects [253, 402] or of places [128, 138]). Complex corresponds to a focus on a large number of
composite entities beyond immediate countability. Examples include stories on war campaigns
(e.g. [112, 160, 415]) and utilize distant reading approaches rather than detailed analyses of single
entities.

Diachronic Story Complexity is given by the number of narrative events and roughly corre-
sponds to the length of a story and its narrative granularity. Again we distinguish three levels:
Simple describes short stories with relatively coarse temporal granularity (e.g. [186, 210]). Medium
describes medium story length and medium temporal granularity (e.g. [135, 233]). While complex
is ascribed to VBS examples with an extended length and high temporal granularity, spanning
whole lives or even multiple eras (e.g. [285, 349]).

Story Schemata

Story schemata describe the organization and internal narrative architecture of stories, which are
characterized by the synchronic and diachronic combination of entities. We identify a range
of prototypical DH-centric story schemata, as illustrated in Figure 2.9, from actor, object, and
location-based biographies to a whole spectrum of set biographies. This synopsis also clarifies that
most individual and collective stories practically count among the large class of set biographies,
bundling the stories of various other entities and actors into a larger narrative. To the right-hand
side of the spectrum of story schemata, we find the category of larger historical topics, which are
large-scale constellations (i.e., the subject of numerous historiographic endeavors), beyond entity-
based modeling and visualization.

Plot Patterns and Structures

Plot patterns or plot structure refer to the internal structure of a story characterized by the types
of events that are connected sequentially to the overarching story plot. A lot of structural knowl-
edge already exists about recurring plot patterns in stories, which we consider to be of poten-
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Figure 2.11: Plot patterns for story protagonists (top) and for protagonist and antagonist combinations
(bottom). Adapted from Roth [370].

tial interest for VBS. Exemplarily, Roth summarizes how a foundational three-act structure of
stories—known since antiquity—frequently organize narrations about a story protagonist’s fate
[370]. These include genesis plots, emergence plots, destruction plots, and metamorphosis plots (see
Figure 2.11, top). Given a story antagonist, frequently reoccurring plot patterns include cause
and effect, convergence, divergence, and oscillation plots (see Figure 2.11, bottom). We analyze if
visualization-based stories in the DH realm build on similar plot patterns—or if such patterns
could be strengthened in the long run to add narrative engagement to the rather sober, academia-
adjacent genre of VBS designs (see the discussion of future challenges in Subsection 2.2.8).

Story Arcs & Hooks

Stories are known to be engaging design strategies because they draw their audiences into a recep-
tion process that unfolds a continuous pull on the reader’s attention. In line with the classical
three-act model, a prominent conception of “story arcs” supposes them to show a pyramid-like
shape [370]. Figure 2.12 shows how such a prototypical arc develops from the story set-up over
rising conflict to reach a resolution after a climatic transition. Yang, Xu, Lan, Liu, Guo, Shi, Qu, and
Cao [469] revised this plot structure to analyze data stories, including the set-up of a background,
and a central rising-climax phase, which builds to a main insight based on supporting facts and
reaches a resolution or conclusion thereafter. “Story hooks” are essential engagement elements in
the set-up scene of a story, which grabs and captures the readers’ attention or imagination and
pulls them into the story [370]. According to Dykes [105] the VBS context this is often a notable
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Figure 2.12: Story arc with a three-act structure (from [370]).

observation in the data which introduces the problem. In our examples it seems that this “engag-
ing pull” relies on the scripted story arc, typical for a more author-driven design in opposite to the
more explorative stories with more freedom for the user.

Story Linearity or Non-linearity

While story sequences often linearly mirror the sequence of historical events (see Figure 2.3), ad-
vanced storytelling employs a wide variety of non-linear storytelling techniques. Kim, Bach, Im,
Schriber, Gross, and Pfister [226] made such “story curves” visible by combining the historical se-
quence and the narrative sequence in an orthogonal fashion. As such, we analyze VBS designs
with regard to VBS non/linearity.

Factual, Uncertain & Fictional Stories

Stories are free to combine factual and fictional elements or to invent new story worlds completely.
Factual stories are used to narrate historical knowledge, even though the explication of (data) un-
certainty is a major topic in DH and CH fields (see, e.g., [458, 464]). However, VBS can also guide
through the fictional worlds of historical artworks, can be inspired by existing places in Dante’s
Inferno [210], or show a character’s path through the fictional world of Game of Thrones [233].

Gamification Elements

An additional layer of recipients’ engagement can be achieved by utilizing gamification strategies
in VBS. As such, we analyzed whether visualization-based stories also include game-based affor-
dances and interactions. In more detail, we also discuss this design strategy to raise the attention
as a future challenge due to the given implementation gap in Subsection 2.2.8.
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2.2.6 Storytelling Authoring Tools

A VBS authoring tool is a piece of software designed to help a user to create, edit, and display
data in a visual format interwoven with a narrative ranging from simple annotated charts to more
complex interactive visualization compositions arranged in multi-scene narratives. Ultimately,
VBS tools make it possible to put the various practical and theoretical concepts, discussed in Sub-
section 2.2.5, into play. In this context, analyzing and assessing existing VBS tools can provide
valuable insights that extend beyond the identification of core practical and theoretical concepts,
i.e., by studying the strengths, weaknesses, and limitations of current tools, VBS tool developers
can gain a contextual understanding of gaps and trends that informs the development of future
tools tailored to specific requirements. Furthermore, assessing existing tools facilitates iterative
improvement by learning from past successes and failures, allowing for refinement and enhance-
ment. It also promotes innovation and differentiation by exploring new techniques and func-
tionalities that set editors and tools apart. Thus, considering existing editors and tools is crucial
for developing impactful VBS tools in the future. Furthermore, providing a current overview
of tools available can guide new aspiring VBS authors to the right tool to create their intended
visualization-based stories.

The collection of tools we presented in Table 2.1 does not have a corresponding VBS example
in the analysis presented in Table 2.2 in every case. The collection in Table 2.1 includes tools that
have the features available for authoring VBS (i.e., tools that, as a minimum, include components
that allow interweaving data visualizations with a narrative) and which may be of use to aspiring
VBS authors. A total of 32 authoring tools were found through the application of our search
methodology presented in Subsection 2.2.4. The final selection of tools range from some widely-
used, popular and mature tools (such as Microsoft Power BI [305], Tableau [413], etc.) to research
prototypes (e.g., DataToon [228] and VizFlow [408]) and more accessible open-source tools (e.g.,
StoryMapJS [235] and TimelineJS [236]).

Categorization & Analysis

The VBS tools have been analyzed according to the VBS means (the left half of our design space
in Figure 2.2), as these pertain to the more technological aspects and features of VBS tools. In
contrast, the right side of the design space holds more details related to how a VBS author decides
to implement and present a specific story and its elements. Furthermore, we indicate in the anal-
ysis of VBS tools their availability and type, i.e., whether a specific tool is a commercial product,
a research prototype, or an open-source tool. As it may be useful to future VBS authors, we will
also indicate whether each tool comes with a graphical user interface (GUI) or, on the other hand,
requires programming skills.

The VBS tools shown in Table 2.1 have been grouped based on their defining features (strengths
and weaknesses) to offer a clearer perspective on the range of VBS authoring tools. This empha-
sizes their applications and utility. The broad array of tools listed means some naturally fall under
several categories, given their breadth of capabilities. For a discussion of overall trends and gaps
resulting from the analysis of tools, we refer the reader to the discussion of open challenges in Sub-
section 2.2.8. In the following, we describe the defining features of each category of tools:
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General Vis: General vis tools are comprehensive tools for analyzing, visualizing, and sharing
data insights. They typically boast a broad range of data visualization features. They of-
ten integrate seamlessly with various business systems, enabling users to extract, transform,
share, and present data to drive informed decision-making. These tools offer the ability
to create interactive dashboards that provide cohesive views of key insights with a rich
palette of visualization options, including a wide variety of media types. The primary sto-
rytelling features of these tools typically allow for sequenced, annotated visual narratives in
terms of a slideshow with interactive visualizations. Due to their primary focus on the cre-
ation of dashboards and interactive ensembles of visualizations—possibly compiled into
a slideshow—they provide means of seamlessly adjusting and scaling content on display,
making them able to target a large set of devices, compared to other tools.

Map-based: Map-based tools intertwine narrative content with geographical contexts, enabling
stories to take shape across space. Central to their storytelling capabilities, these tools offer
interactive exploration juxtaposed with multimedia enhancements. Some tools even of-
fer the integration of a timeline visualization, providing not only a spatial lens but also a
temporal dimension. This integration captures the progression or narrative evolution over
time, offering a dual perspective.

Timeline-based: Timeline-based tools specialize in chronologically presenting narratives, em-
phasizing events’ evolution and progression. These tools accentuate storytelling by inte-
grating multimedia elements, offering diverse temporal scales from historical epochs to
specific hours and, in some cases, merging the temporal sequence with spatial mapping.
They can capture and convey cause-effect relationships, historical context, and develop-
ment trends through visually rich timelines, making them indispensable for comprehensive
and engaging chronological narratives.

AR/VR & 3D Vis: This category of tools encompasses tools designed to facilitate the cre-
ation, management, and display of data and narratives in augmented reality (AR), virtual
reality (VR), and 3D environments. AR/VR and 3D visualization tools pioneer immer-
sive storytelling by embedding audiences within dynamic narratives. Leveraging 3D en-
vironments and AR/VR technologies, these tools amplify storytelling with orchestrated
camera movements, speech narration, and guided journeys through evolving scenes. The
synergy of interactivity, multimedia content linkage, and immersive technology not only
presents but engrosses users in a multi-sensory engaging narrative experience. Such immer-
sion transcends traditional storytelling, offering narratives that are not just observed but
experienced.

Chart Annotation: These tools transform raw visual data into narratives by empowering sto-
rytellers to guide audience attention, provide context, and emphasize pivotal data events us-
ing intuitive annotations. By integrating descriptive cues and narrative sequences directly
into visualizations, they ensure that the data is not just displayed but distinctly and engag-
ingly communicated, making complex data digestible and meaningful for viewers.
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Data Comic: Data comic creation tools intertwine data visualization with the engaging nar-
rative style of comics, where data adopts a voice and character, being embedded within
storylines enriched by dialogue boxes, annotations, and traditional comic layouts.

Document Creation: Document creation tools for VBS combine narrative text with live code,
visualizations, and other multimedia elements. These tools enable storytellers to craft dy-
namic narratives where readers can interact with the data, adjust parameters, and explore
various facets of the story that combine live code with narrative text, equations, interactive
visualizations, images, and more. Such interactivity promotes deeper understanding and
engagement, making complex data more approachable and comprehensible.

Multimedia Content: Such tools do not offer visualization capabilities, but rather focus on
crafting rich and immersive narratives by integrating various forms of media, including
text, audio, and video. While they might not specialize in data visualization, these tools
excel in producing engaging content that weaves together diverse media elements through
annotations and coordinated scrolling to provide richer context for readers.

Trends & Gaps

In the following we highlight the overall trends and gaps resulting from the analysis of storytelling
authoring tools:

With respect to media types, nearly all tools allow working with and including text, images,
video and different types of visualizations. Surprisingly, only half the tools allow incorporating
standalone audio (not just embedded as e.g. a YouTube video). This limitation can be significant
in DH and CH, where audio (like oral histories or ambient soundscapes) can play a crucial role
in storytelling.

The variety of visualization types ranges between tools. Most of the tools are concerned with
timelines, maps, and charts and allow various types of interaction with these types of visualiza-
tions. Only a third of the tools provide the capabilities of working with set and graph visualiza-
tions. This lack hinders the ability to represent complex relational data and interconnected stories,
which are common in historical and cultural narratives.

The primary way of creating a story thread is through plain text, while the least used means is
through speech synchronized with the content on display. This trend overlooks the potential of
oral storytelling traditions, which are essential in many cultures and could enrich digital narratives
in humanities and heritage projects.

Surprisingly, not many tools allow the explicit interactive link between text and visualization.
Most tools implement a rather simple set of methods for linking visualizations and text such as
annotations or legends. A few tools have the functionality of creating stories through coordinated
scrolling i.e., scrollytelling. This fact restricts the ability to create dynamic and interactive narra-
tives that could enhance user engagement and understanding in cultural and historical contexts.

With respect to VBS compositions, most tools allow creating a single narrative pathway through
a visualization or allow mixed pathway and exploration. A few tools allow creating more complex
VBS compositions, but since these tools are general business intelligence tools the end-results are
somewhat rudimentary, in the sense that the VBS compositions appear in terms of a sequence of
interactive slides (sequential multi-scene narratives). Most of the surveyed tools are crated around
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a specific type of visualization e.g. a single timeline or map. Thus, these are constrained from
the start and not suitable for creating multi-timeline visualizations or stories with multiple more
intricate visualizations. The focus might limit the ability to create multi-layered stories, crucial in
representing the multifaceted nature of cultural heritage.

The interactive implementation is mostly simple as annotated visualization typically synchro-
nized with accompanying text, images or video, where users can interactively investigate some
details. Data comic and scrollytelling format are the least used forms. Those rarely used formats
could offer more engaging and informative ways to present cultural and historical content.

The target devices most commonly used by VBS tools are desktop/touchscreen, while some also
support the display of VBS on mobile devices. There is a large gap of tools which support large
displays, multi-touch tables, or VR/AR. The reason for this gap may be that to support large
displays, multi-touch tables, and VR/AR specific considerations will have to be carefully made
[8]. But nevertheless this limitation is a missed opportunity in DH and CH, where immersive
and interactive experiences on diverse platforms could greatly enhance storytelling and audience
engagement.
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2.2.7 Unique VBS Examples

We have already referred to various VBS examples when introducing the categories of our design
space in Subsection 2.2.5. Looking at the whole sample, the focus shifts to aggregating these ob-
servations to identify overarching trends, commonalities, and interconnected facets within the
larger VBS landscape for the DH and CH domains. It is crucial to point out that our collection
of VBS examples is intentionally diverse and is not intended to be exhaustive—following a topic-
centered survey and research design, as we discussed in Subsection 2.2.4. By contrast, we selected
and curated a sample of 34 unique VBS designs from the whole analyzed corpus to provide an
overview of contemporary trends and best practices of VBS in DH and CH here in detail. These
emergent trends and gaps can offer valuable insights into the foundational principles and creative
possibilities inherent to VBS in the DH and CH domains, thereby enhancing its efficacy as a tool
for conveying informative, engaging, and immersive stories.

Categorization & Analysis

From the trends and gaps observed in the analysis of Table 2.2 and Table 2.3 various high-level
observations and insights can be extracted:

User Accessibility & Engagement: The dominance of texts and images as the main media
types, along with the prevalent use of scrollytelling and the focus on desktop and mobile
devices align with a general design philosophy aimed at maximizing accessibility and user
engagement. In contrast, audio and film are typically more immersive media types, but
require more time and attention by recipients, which reduces accessibility of VBS in com-
parison to text and images, but could significantly enrich the storytelling experience in cul-
tural and historical contexts. Furthermore, the frequent incorporation of design features
like story hooks in VBS offers a unique opportunity to capture the audiences attention,
drawing them into the narrative world and engaging their cognitive faculties in the future.

Simplification & Intuitiveness: Timeline- and map-based visualizations are the most widely
used visualization types by the VBS examples of our sample—perhaps because they are in-
tuitive and reduce cognitive load, as they are familiar to most story creators and recipients.
The aim to make VBS within the CH and DH domain simple and reduce cognitive load,
is also reflected in the frequent use of textual narratives and in-text references to guide the
recipient through the story. Simplicity extends to entity orientation and story complexity,
where even highly complex stories revolving around larger sets of entities (such as [186],
which breaks down how humankind spread throughout Earth) are broken into a sequence
of more digestible information units. This reflects a preference for simplicity and familiar-
ity, facilitating user comprehension. While this approach aids in reducing cognitive load,
it often simplifies complex cultural and historical narratives, holding the threat of oversim-
plifying intricate stories and historical nuances.

Narrative Structure & Content: The story thread predominantly features a textual narra-
tive combined with elements of temporal succession or moving camera effects, reflecting
the human preference for linear, easy-to-follow stories. The frequent choice of story schemata
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like "genesis" and "emergence" for specific topics further supports this, indicating a dom-
inance of simpler developments in contrast to, e.g., "destruction", "divergence", and "os-
cillation" plots, which imply more complex changes over time. The dominant linear and
textual narrative structures, though appealing for their clarity and ease of follow, may not
adequately capture the complexity and multifaceted nature of stories in DH and CH. This
trend highlights a gap in utilizing more complex narrative schemas, like non-linear or multi-
threaded plots, which could offer a richer, more nuanced portrayal.

Analytical Depth & Factual Orientation: Our sample of VBS examples shows that VBS
tends to focus on factual, real-world stories, often employing "cause & effect" narratives
when dealing with broader topics. This reveals an expectation for VBS to serve educational
or informational purposes rather than pure entertainment purposes, as fictional or uncer-
tain elements are used to a lesser degree. However, this emphasis sometimes sidelines the
creative and interpretative aspects of storytelling, which are vital in exploring and repre-
senting cultural histories and heritage.

Innovation & Experimental Approaches: Although rare, the use of gamification, augmented
reality, and 3D renderings indicates an increasing interest in experimental immersive VBS
techniques. However, these are not yet mainstream, suggesting that the field is still testing
how these more complex elements can fit into a format, which is accessible to a broader
audience. Certainly there is a notable opportunity here for broader and more innovative
applications of these technologies to create more immersive and interactive storytelling ex-
periences in the context of CH and DH.

The categorization of our observed trends and gaps brings VBS practices into a broader perspec-
tive. We thus get a more integrated view that reveals a VBS landscape focused on accessibility,
cognitive ease, linearly structured narratives, factual representation, and cautious innovation, de-
spite of our documented range of increasingly advanced and complex design options.

Highlighted Examples

In the following we feature specific VBS examples for the purpose of contextualizing these within
the broader themes identified in our earlier analysis. This serves to bridge theory with practice and
by highlighting how specific design dimensions but also overarching concepts manifest in actual
VBS examples. Specifically, we highlight how certain examples use the design dimensions of our
design space and embody one or more of the high-level themes we uncovered previously.

“Southern Literary Trail” is a collaborative project involving encyclopedias from Alabama,
Mississippi, and New Georgia in the southern US, telling the stories of 27 authors from the 20th
century. As a prototypical example of Knight Lab’s StoryMapJS [235], the path through the three
US states is mapped onto a historical map of the US (see Figure 2.13). Twenty-four cities that
shaped the writers’ lives are examined on the Southern literary trail, and special places in towns are
additionally highlighted with photographs when they inspired the authors or are closely related to
them. The time is not of importance throughout the trail. Instead, the path is made by panning
from one place on the map to the next in a slideshow. The textual annotations connect the places

50



2.2 Paper 1: A Survey on Visualization-based Storytelling in Digital Humanities
and Cultural Heritage

Figure 2.13: Southern Literary Trail and the writers’ stories around Hartselle where for example
William Bradford Huie was born in 1910 (source: https://georgiahumanities.org/

southern-literary-trail-story-map/).

with the writers’ lives, careers, and objects they created (in the form of lists of their works) and links
to further external sources. Although the path on the map is linear and author-driven due to the
slideshow story layout, the users are still allowed to zoom and pan using the map and to create their
own routes by clicking on the highlighted and mapped places. This aspect brings forth questions
about user agency in digital narratives and the balance between curated content and user-driven
exploration. The project thus serves as a case study for exploring how digital tools can enhance
engagement with CH while also presenting ongoing challenges in these fields. An other significant
research question in DH is the representation and interpretation of spatial and temporal data, as
seen here where the time is not of primary importance, raising questions about the non-linear
nature of history and narrative and how digital tools can best represent this complexity.

Miles Davis’ Famous Albums is a DataToon data comic [228], which links actors and ob-
jects in CH. The narrative about the accumulation of instruments used in recorded albums by
Miles Davis is represented through juxtaposed network graphs, presented in a comic strip for-
mat with distinct panels for various albums or timeframes. The narrative thread is thereby given
through the progression throughout the time and changes along the panels. Graph nodes rep-
resent individuals (singers, musicians) and objects (albums or instruments), connected by edges
indicating the relationships, specifically showing which instruments were used in which album
production. Due to its static nature the comic lacks interactivity (see Figure 2.14). This short-
coming prompts questions about user engagement and the potential for dynamic, interactive sto-
rytelling methods in digital humanities and highlights the challenge of integrating interactivity in
data narratives. This approach to display everything at once also brings to the forefront ongoing
research questions in DH and CH about how to effectively combine quantitative data with qual-
itative narrative, about the interpretation and accessibility of complex data through storytelling
and visual representation and underscores the challenge of depicting temporal and relational dy-
namics within a static visual medium. How can static representations maintain the fluidity and
evolution of cultural and musical phenomena, such as the progression of Miles Davis’ career and
his changing relationships with various instruments and collaborators?
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Figure 2.14: Data comic on famous albums of Miles Davis and the featured musical instruments (source:
https://datatoon.github.io/examples/milesdavis.png).
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Figure 2.15: The Fallen of World War II, with an interactive visualization component (top), and a contex-
tual largescale visualization of the human history of violence (bottom).
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Figure 2.16: Minard’s map—as implemented by the TASS Infographics studio in 2017 (source: https://
1812.tass.ru/en).

The Fallen of World War II by Neil Halloran is a data-driven documentary presented in
video format with timelines and charts (see Figure 2.15). It undertakes a comprehensive analysis
of the larger topic of World War II’s impact. The video employs Isotype-like pictographs, using
a symbol to represent a thousand casualties, to recapitulate and compare the war’s casualties, en-
compassing soldiers and civilians from various countries. Casualty symbols are arranged in waffle
or bar charts, organized by country, time, or specific attributes. The narrative employs audio nar-
ration, animated diagram development, and camera movement to create immersive storytelling
and evoke narrative tension. For instance, the camera slowly ascending a stack of symbols vividly
conveys the magnitude of casualties. Twice in the 18-minute video, interactivity is introduced,
allowing viewers to pause and explore overview charts in greater detail, enhancing their under-
standing of the data analysis. This feature brings to light questions about user agency in digital
narratives, the balance between linear storytelling and interactive exploration, and how interac-
tivity can enhance viewers’ understanding and engagement with complex historical data. This
project alos exemplifies the challenge of presenting large-scale, complex data (such as casualty fig-
ures) in a way that is both comprehensible and respectful to the subject matter. The casualty
symbols, arranged in waffle or bar charts and organized by country, time, or specific attributes,
highlight the research question in DH of how to visually narrate historical data without over-
simplifying or trivializing the human experiences behind the numbers. The narrative, enhanced
by audio narration, animated diagram development, and camera movement, showcases how digi-
tal storytelling can create immersive experiences. The technique of the camera slowly ascending a
stack of symbols to convey the magnitude of casualties is a poignant example of visual storytelling.
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When Napoleon Ventured East is an interactive story based on Charles Joseph Minard
(1896) renowned visualization detailing Napoleon’s 1812 war campaign against Russia, which
has become one of history’s most referenced visualizations. The static drawing maps the French
Grand Army’s journey from Lithuania to Moscow and back, with the lines’ width conveying
troop strength. Despite Napoleon’s initial superiority and expectations of a swift victory, the
massive army struggled with logistical challenges, famine, and summer heat, leading to a different
outcome. The visualization has been transformed into an interactive map-based narrative using
scrollytelling (see Figure 2.16), with accompanying text, images and charts placed alongside it.
This narrative format elucidates significant events occurring in time and space, such as river cross-
ings, strategic army divisions, war declarations, and clashes. The story’s progression triggers corre-
sponding animations on the map. The text is enhanced by portraits and quotes from key figures
like Napoleon and Alexander I, as well as their commanders and soldiers. Additional statistical
visualizations provide insights into Russian and French troops and artillery, while an aligned line
chart highlights temperature variations as environmental threats. The interactive online version
also covers the French army’s return journey during the harsh winter months. This approach
raises crucial research questions in DH. How can interactive digital tools, like scrollytelling, en-
hance the understanding of complex historical events? The story’s progression, triggering corre-
sponding animations on the map, is not just a technical achievement but also a methodological
challenge in DH, blending historical accuracy with engaging storytelling. Furthermore the text,
enhanced by portraits and quotes from key figures like Napoleon and Alexander I, as well as their
commanders and soldiers, reflects the ongoing challenge of integrating diverse types of historical
sources into a cohesive narrative. This approach also raises questions about representing multiple
perspectives and experiences in historical narratives. Ultimately the inclusion of these elements
prompts questions about the role of environmental data in historical narratives and how they
impact the interpretation of events.

Virtulleum tells the story of the history of the city of Tulln (Austria) via spatial positioning
of museum objects on an interactive city map. However, these points of interest are also located
within specific “times of interest” within the city’s history, culminating in the museum object.
To avoid overlaps, the mobile storytelling experience does not show all objects on a city map but
generates a random selection (users throw real dice) of objects distributed along the main time
periods of the city’s history. This breaks linear and causally connected storytelling into multiple
story chunks orchestrated by space, time distribution, and chance. These story chunks enable free
exploration of multiple interactive experiences, like quizzes, mini-games, augmented reality, 3D
representations, 360° views, or time panoramas (see Figure 2.17). This approach brings to light
significant DH challenges, such as how to represent the complex interplay of time and space in
historical narratives effectively. The implementation of dices as real-world item raises important
research questions in DH: How does the introduction of randomness and non-linearity affect
the user’s understanding and engagement with historical narratives? How does augmented reality
enhance or alter the perception of historical artifacts and sites? What is the role of gamification in
historical learning and engagement? How can 3D representations and 360° views contribute to a
deeper understanding of historical contexts?
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Figure 2.17: Virtulleum: Points of interest on interactive map reveal rich media objects, Video: https://

youtu.be/nPvFvfXV8h0. Photo: © Fluxguide.

2.2.8 Conclusion & Future Challenges

With this topic-centered review of VBS literature, research, and practice we analyzed a wide vari-
ety of tools and unique examples addressing the topic of VBS within DH and CH from different
angles. By doing so we aimed to deliberately bridge theoretical reflections and reports on current
state of the art-designs with practical solutions for story creation to support scholars and practi-
tioners in DH and CH fields. To synthesize a topic-centered design space for this emergent trading
zone we investigated existing VBS design spaces and augmented them with features and categories
not discussed in previous works. The ensuing analysis of unique VBS examples and tools spells
out the current distribution of research, development and available applications in this complex
concept and technology space for the first time. It shows both dominant approaches and trends,
together with design and implementation gaps, but also confirms the potential of advanced VBS
concepts—such as story schemata, plot patterns, or narrative (un)certainty—which are largely
unexplored within DH and CH fields until now.
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The investigation also uncovered several open challenges. Among those, we consider the use
of augmented reality (AR), storytelling with micro-content and gamification, and set and graph
visualization as important areas of future development—together with several other conceptual
and technological challenges.

Mixed Reality Designs Augmented Reality (AR) is used in industry to visualize complex
data and facilitate data-driven processes, making it possible to analyze data in three dimensions
and place different data outputs next to physical reference objects [284]. Digital information can
be displayed directly in the visitors’ fields of vision and controlled via touch, gestures, or speech,
depending on the selected target device.

For cultural institutions, AR creates the possibility of linking complex cultural data with real-
world CH objects in the physical spaces of DH and CH institutions (such as galleries, libraries,
archives, museums, but also in environments of cultural tourism, education, or academia) and
to offer new ways to create narrative connections between objects, related actors, places, and his-
torical events, which are otherwise challenging to present. Museums, however, have only begun
to exploit this potential [392]. Augmented visualizations can tell visualization-based stories rely-
ing on metadata and additional information on cultural objects (cp. [36]): For example, they can
guide users through an exhibition by augmenting objects with a temporal storyline shown on a
mobile device. They could also blend in timelines on important events and persons related to an
object, show networks between persons depicted in a painting, or similar. While this augmented
VBS design space has yet to be explored in more detail, we consider it to be key for the essential
linkage of digital and physical CH spaces. This seems of particular relevance for existing CH insti-
tutions and places dedicated to the mediation of DH topics, which often fear to be replaced by the
emerging digital “mirror world” [215]. In this context, “post-digital” VBS solutions (i.e., hybrid
design strategies deliberately mixing the best of digital and physical worlds) can help to strengthen
the attraction power of countless CH institutions struggling to pursue their cultural and societal
mission [367, 458].

Storytelling with Micro-Content and Gamification Knowledge communication in
CH institutions such as museums is often understood as academic text production and presenta-
tion instead of creative storytelling. Based on positive experiences from the field, we consider the
use of a storytelling concept relevant that consists of individual “micro-content” building blocks
[128]. This concept has been established in e-learning as “microlearning” and enables content to
be conveyed in an entertaining and meaningful way, especially on mobile devices. Related designs
avoid to present the content for a CH tour or point of interest in a museum as long-form texts
or audios but along an interactive narrative, which consists of micro-units (“experience blocks”
or “micro-content chunks”) like short audio clips, pictures, videos and animations, short texts,
interactive visualizations, or gamification elements. The recipients can freely explore the individ-
ual, interrelated experience blocks, depending on their interests, contexts, and prior experiences.
Recent developments in the field of artificial intelligence will allow to causally link these micro-
contents and generate individual stories on the flow [26, 117].

Storytelling gains dynamism by also defining interactive tasks as experience blocks. This leads
to a deepened involvement and additional activation of the users: The cultural content is not pas-
sively consumed but also actively applied directly after the introduction. Users are encouraged to
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Author-driven design

− Creating diversified opinions is not supported

− Strict story design hampers user engagement

− Amount of information limited to story

+ Expert story conveys intended message

+ Single story path is easy to evaluate

+ Minor risk of interaction fatigue
Reader-driven design

− A particular story is hard to convey

− Hard to evaluate due to multiple story paths

− Interaction fatigue may occur

+ Interaction facilitates individualized opinions
+ Interaction supports user engagement

+ High amount of information reachable

Table 2.4: The strengths and limitations of author vs. reader-driven storytelling design [391].

think about the content. Solving interactive tasks should be accompanied by direct feedback (see
[393]). As part of the micro-content storytelling strategy, gamification involves using games to
leverage user experience and their engagement and motivation for services and applications out-
side the traditional game genre. They are used there to make learning more interactive, encourage
active participation and personal reflection via the mental involvement of learners, and reduce
mental digression.

Utilizing Set and Graph Visualizations During our analysis, we encountered only a lim-
ited number of VBS instances where set and graph visualizations serve as the foundational ele-
ments of storytelling. Similarly, not too many VBS tools allow to create stories based on these
visualization types. However, it is imperative to recognize that VBS with set and graph visualiza-
tions hold immense potential and promise. As data sets become increasingly multi-modal, linked,
complex, and interwoven, comprising a wide variety of entities and their intricate relationships,
the stage is set for the emergence of novel VBS approaches based on graph and set visualizations.

Balancing Reader- and Author-Driven Designs Visualization-based stories can provide
their readers with different degrees of freedom to interact within the story and to explore differ-
ent interpretations and perspectives. As pointed out repeatedly, Segel and Heer [391] classified
stories on a range from being a well-prepared narrative by the author (“author-driven”) to being
a rather interactive visual analysis system (“reader-driven”) that allows users to generate individ-
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ualized perspectives of the story world. Many exciting combinations across the two approaches
exist, bearing various trade-offs regarding user engagement (see Table 2.4). In our analysis of VBS
examples within the DH and CH domains, we observed a tendency towards more author-driven
stories with only limited exploration options. A few exceptions which also offer more exploratory
features [253, 403, 415] show the potential for richer, more engaging stories, which offer a higher
degree of freedom to story recipients. We consider this area to be a promising field for future de-
velopments, but also user studies—and for related learnings with relevance for many other VBS
application areas.

Lack of Object-Oriented Storytelling The review of VBS examples has revealed that only
a few examples focus on single objects or object collections. In other words, until now, only a few
stories have been developed to convey the “biographies of things” [161], which have become an
established genre in cultural studies or in art history such as the “Mapping Titian” project [75],
are rare exceptions. However, both are restricted to a particular object or set of objects, and neither
uses sophisticated storytelling techniques.

Guidance, Exploration, or Storytelling The analysis of VBS examples shows that use cases
differ with respect to the extent that they include the classical elements of a story, as presented
in Subsection 2.2.2. Several examples have been excluded due to a missing narrative. Other ex-
amples guide linearly through (visual) historical material or allow for open-ended exploration of
the (visual) information. A narrative arc, i.e., a progressive increase of tension towards a climax
followed by a resolution, and a narrative hook, i.e., a problem or fact that raises interest and cap-
tures the audience’s attention, are often missing in what is presented as "story" in the DH and CH
domain. Therefore, we see a need for a more apparent distinction of VBS concepts from related
concepts like guidance [63] and open-ended explorative visualizations [458]. Further research is
also needed to study whether a narrative hook and a narrative arc (or visual design elements in
different phases of it – cp. [469]) can raise recipients’ interest and prolong the interaction with a
VBS instance.

Critical Reflection vs. Narrative Information Processing DH and CH topics ar-
guably should not be processed in an isolated way but critically interpreted and reflected in the
context of their historical period and their socio-cultural context. By contrast, information in
stories has shown to be mainly checked for plausibility and coherence—but to be less critically
analyzed or reflected (see [54, 60]). This is a particular issue for the use of storytelling in DH and
CH domains, where the critical reflection and evaluation of semantic and cultural materials is
widely seen as the core objective of every inquiry [272, 458]. Therefore, we consider it a substan-
tial but fascinating challenge for VBS to develop visualization approaches facilitating reflection
and critical reasoning (see [78, 101]) with storytelling—especially in domains like CH and DH.

Science Communication and “Popularization” vs. Oversimplification From a sci-
ence communication perspective, storytelling techniques are frequently recommended and used
in places where there is reason to believe that complicated, academic prose is not the most effective
or ideal way to address, attract, impress, and engage non-expert audiences. Similarly, storytelling
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designs appear attractive from a visualization perspective, where visualizations have limitations
(cp. Table 2.4) or might be too complex or opaque for non-expert audiences to convey central
messages ’by themselves’. However, there is a delicate balance or trade-off to be found for all situ-
ations where public communication of scholarly content (frequently already negatively referred
to as “popularization” endeavors) takes place, as critics admonish the possible adverse effects of
“oversimplification”. A balancing example is [143], where a popularized VBS story is combined
with scientific references.

Visualization and Storytelling Rhetorics Similar to the risks of oversimplification, we are
aware of heightened rhetorical effects, which are inevitable byproducts of visualization and com-
munication endeavors in general [179, 324] and which could be technically also aggravated with
the enhanced involvement and engagement techniques of advanced VBS designs. In their anal-
ysis, Hullman and Diakopoulos [179] investigated such effects, mainly concerning the framing
of visualizations, i.e., how an author’s design choices, experience, and identity and a reader’s cul-
tural, individual, and perceptual constraints may influence the interpretation of a visualization-
based story’s message. An example is the story of the attack on Pearl Harbor [112], which is told
predominantly from an American perspective. Editorial layers capture design decisions regard-
ing visualization and narration techniques used in creating visualization-based stories, which can
manifest at different levels.

As becomes evident in such reflections, VBS offers novel means for DH and CH scholars and
professionals to reach and engage a wide range of audiences in an increasingly datafied society
[433]. DH and CH, on the other hand, constitute highly challenging but rewarding application
fields for visualization and media designers. We consider their unique constellations of data, users,
tasks to pose a range of unique challenges, that significantly enriches the existing spectrum of
challenges and solutions for the visualization and VBS community. With increased mutual un-
derstanding, there is reason to expect novel exchanges, co-designs, and innovation on all sides.
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“Where words fail, music speaks.”
– Hans Christian Andersen

3.1 Overview & Contributions

Music, akin to the written word, possesses the unparalleled ability to evoke emotions profoundly
and universally, transcending the need for explicit narratives or spoken language. Celebrated poet
Henry Wadsworth Longfellow once remarked, “Music is the universal language of mankind”
[275], underscoring its power to communicate across cultural and linguistic barriers.

This universal language is articulated through the interplay of musical instruments and mu-
sical pieces, whether meticulously composed or spontaneously improvised music. At the heart
of music’s impact is its interpretation, a process to which life is breathed through people. Yet it
is shrouded in mystery, especially concerning the historical contexts of performances. Arousing
questions such as “What pieces were performed, when, and on which specific instruments and by
whom?”.

To unravel those hidden stories of musical artifacts again digitization and data visualizations are
going to be developed and used in the journey of the following two papers [250, 252]. These two
papers showcase the incompatibility of different historical vocabularies during the search of find-
ing parameterized similarity measures, acting as heuristics for hypotheses of unseen (cor)relations
between particular musical instruments and musical compositions based on their metainforma-
tion such as manufacturing or performance dates and locations.

Musicology, and specifically its sub-branch of organology, delves deep into the study of musical
instruments — their construction, history, and provenance. Musical instruments and composi-
tions represent tangible threads of our cultural heritage, intertwined with the intangible traditions
of music performance and instrument crafting. One challenge within this field is the lack of de-
tailed knowledge regarding the specific musical pieces performed on historical instruments. This
inquiry into the relationship between instruments and compositions confronts the incompati-
bility of historical vocabularies, necessitating parameterized similarity measures as heuristics to
hypothesize potential correlations.

While musicology encompasses various entities — persons such as composers, musicians, pub-
lishers, and instrument makers — the majority of this rich tapestry is digitized as metadata. The
advent of multimedia digitization across cultural heritage domains, facilitated by technologies
such as (3D) scanning, photogrammetry, drones, or computed tomography, has revolutionized
the preservation and study of tangible artifacts. In the realm of musical instruments, these tech-
nologies not only enable sound recording and the measurement of physical attributes for virtual
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reconstruction but also pave the way for exploring the instruments’ historical and cultural sig-
nificances. Musical pieces on the other side, now available in multimedia formats beyond mere
notes, are supplemented with extensive metadata, including details on composers, performers,
and the historical context of performances. However, the (digitized) information on musical in-
struments often suffers from sparsity, limited to initial performances or the creation events of the
instruments themselves.

Despite the wealth of digitized entities and their metadata housed in various repositories, the
sheer volume and complexity of this data necessitate computational analysis to bring these arti-
facts into context. Musical instruments, integral to historical ecosystems influenced by institu-
tions, orchestras, and commissioned production, require interactive and engaging methods to be
fully appreciated. Virtual exhibitions offer a solution to the limitations of physical space (e.g. in
museums), allowing for a broader exposure of these cultural treasures around the globe.

However, the task of contextualizing musical instruments and pieces within their historical and
changing ecosystems is compounded by the disparate modeling of related entities across databases.
For example geographical information often are represented merely as text, lacking the exact co-
ordinates, needed for a geo-spatial mapping. An other instance of such ambiguity are the varieties
of languages and concepts, such as given by the terminologoy for musical instruments or genres.
Both are still exposed to threat to be changed throughout the times, as borders might move and
meanings of terms change. Bridging these gaps requires innovative approaches to model or match
entities across databases, enhancing our understanding of cultural heritage and striding against the
partitioning within silos.

Assessing and visualizing those hidden relationships between musical instruments, composi-
tions, and their historical contexts require innovative representation strategies. These include vi-
sual encodings of entity proximity, links, instrumentation, and geospatial information, enhanced
by approaches like semantic zoom to navigate the complex landscape of musicology. Through
such enabled visual analytics, we can begin to unravel the intricate web of connections that de-
fines our musical heritage, offering new insights into the universal language of music.

We are also going to touch on the musical instruments’ biographies themselves, since they can
last over decades and they might have been constantly modified or restored. Throughout the
presented use cases of specific instrument or instrument group stories it will become clear that
high valued instruments were not only commissioned and created but also kept updated to trends
and new movements in the music culture and that they were highly embedded in the surrounding
socio-cultural ecosystems.
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This chapter is based on two papers that build on each other.
Paper 2: A Timeline Metaphor for Analyzing the Relationships between Musical In-

struments and Musical Pieces [252] is introducing the methodology of finding and assessing
of alignments of musical instruments and musical compositions, which is then visualized by a
problem-specific timeline and map design.

The subsequent Paper 3: Visualizing the Aura of Musical Instruments [250] enhances this
approach by the further “auralization” within one interactive tag-cloud and by additional inter-
action techniques. The collective contributions of them can be summarized as:

1. Assigning Compositions to Instruments: The project developed similarity measures
based on instruments and performances’ geospatial, temporal, and descriptive attributes,
aligning with musicological concepts to suggest possible matches.

2. Auralization System: An interactive visual analytics system allows musicologists to evalu-
ate hypothesized pairings between compositions and instruments, aiding in forming a com-
prehensive understanding or “aura” of specific instruments or types.

3. Timeline Metaphor: A novel explorative analysis tool visualizes the relationship between
instruments and performances over time, integrating additional views to support or contest
automated matching suggestions.

4. Visual Encoding for Uncertainty: The system visually represents temporal uncertainties
and the likelihood of matches within the timeline view to prevent misinterpretation.

5. Semantic Zoom: A customized approach to semantic zooming supports both broad and
detailed investigations, catering to various research interests.

6. “Aura” Tag Cloud: A significant enhancement by the second paper [250] is the introduc-
tion of an “aura” view for one or multiple instruments. This aura is visualized as a tag cloud
that aggregates descriptive words from matched musical pieces, where the arrangement is
determined by a force-directed graph drawing algorithm. This visualization includes im-
ages or placeholders for instruments at the center, with words representing four attributes
of musical works and instrument titles. The words appear in five different colors, aiding in
the quick visual identification of the instrument’s aura.

7. Use Cases: Make it ore tangible and show the usage and work with the tool. Two specific
use cases are detailed “The Protestant Trombone” and “Lutes and Lute-like Instruments”
—demonstrating how the system can be used to explore the musical and historical context
of specific instruments through the visualization of matched pieces, genres, composers, and
other attributes within a geographical and temporal scope.

8. Enhancements to the interactive selection and exploration features within the visualiza-
tion system, facilitating a deeper and more user-friendly analysis.

Utility & Future Work The system demonstrates practical utility for musicologists by offer-
ing diverse usage scenarios, from generating hypotheses for auralization tasks to exploring instru-
ment careers and cultural contexts. The interdisciplinary collaboration highlights the potential
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for digital humanities to uncover new insights into musicology, supported by innovative visual
analytics and interaction designs. The project outlines avenues for improving the similarity mea-
sures, incorporating additional data sources, and enhancing the visual analytics system to support
more complex queries and explorations. It is still apparent that there is a need for external domain
knowledge and stories to actually make sense out of some of the visualized information. Practical
application suggestions for using the visualization system in museum contexts to enrich visitor
experiences by contextualizing historical musical instruments through their associated musical
pieces and histories.
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Abstract: Digitization projects make cultural heritage data sustainably available. However, while
digital libraries may capture various aspects, relations across different sources often remain unob-
served. In our project, musicologists aimed to relate musical instruments with historical performances
of musical pieces, both contained in different sources. We defined a similarity measure taking in-
strumentation, temporal as well as geospatial metadata into account, with which we were able to
hypothesize potential relations. We propose a novel timeline design that offers a specific semantic
zoom metaphor enabling the collaborating musicologists to observe and evaluate the results of our
similarity analysis. The value of our system for research in musicology is documented in three case
studies.

3.2.1 Introduction

In musical instrument museums, we encounter historical musical instruments or musical instru-
ments from around the world [88]. Instruments are typically arranged in glass showcases or sepa-
rate subdivisions, only a few instruments can be played in sound laboratories or heard during per-
formances. In rather modern, global collections, as offered by the Musical Instrument Museum
(MIM)1 in Phoenix, Arizona (United States), the exhibition is further enriched with video and
sound material from performances conveying sound and functionality of instruments. However,
in historical collections, such enrichments can hardly be offered. This is caused by most instru-
ments not having recording data and the instruments not being in a playable condition without
risking to damage or destroy the rare or unique items. Further, even musicologists sometimes won-
der in which particular composition’s performances a historical music instrument was used. The
musicological term auralization describes this research interest of framing an instrument with re-
lated compositions in order to picture its career and to facilitate forming “a mental impression of
a sound not yet heard” [409].

Past digitization endeavors provide exhaustive digital collections of musical instruments and
performances alike. On the one hand, the “Musical Instruments Museum Online” (MIMO)2

provides structured information about around 65,000 music instruments, while, on the other
hand, the “Répertoire International des Sources Musicales” (RISM)3 holds a database with infor-
mation about more than 1,100,000 musical pieces. By matching instrument types, taking geospa-
tial as well as temporal constraints into account, we combined both data sources that prepared

1https://mim.org
2https://www.mimo-international.com/MIMO/
3https://opac.rism.info/
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the ground to support generating hypotheses for the auralization of music instruments by quan-
titative, computational means. This paper outlines our interdisciplinary collaboration involving
both visualization scholars and musicologists for the development of an interactive visual timeline
environment supporting the musicologists’ auralization task. In summary, our contributions to
the visualization community are:

• Assigning compositions to instruments: For various geospatial, temporal and descrip-
tive attributes of instruments and performances, we designed similarity measures that re-
flect the likeliness of a composition being played with an instrument in accordance to mu-
sicological conceptions.

• Auralization system: We designed a visual analytics system that is used by musicologists
to interactively evaluate hypothesized matchings of compositions and instruments, sup-
porting to gradually form the aura of a particular instrument or instrument types.

• A novel timeline metaphor: We propose a timeline metaphor for the explorative analy-
sis of instrument/performance matches that are exposed in a historical frame. Additional
views can be consulted to foster or refute automatized matching suggestions.

• Visual encoding for uncertainty: Within the timeline view, we reflect temporal uncer-
tainties for instrument datings as well as the likeliness of a detected match visually, prevent-
ing the user from drawing false conclusions.

• Semantic zoom: We propose a customized semantic zoom approach that satisfies quanti-
tative (distant reading) and qualitative (close reading) research interests alike.

We emphasize the utility of our visual matching system for musicologists by providing various
usage scenarios. In a storytelling style, each scenario exemplifies how our system can be used for
generating hypotheses on the auralization of an instrument or instrument type. Additionally, we
report experiences gained during our project, which includes the iterative evaluation of our au-
ralization system with musicologists, limitations due to the nature of humanities data and future
prospects.

3.2.2 Related Work

Schlegel and Lüdtke [379] arrange instruments — Lutes and lute-like instruments — on a timeline
to convey developments in instrument making. Annotated with descriptive metadata and related
compositions for those instruments, the development of this instrument type can be explored
visually. In opposite to the printed form, interactive timeline visualizations have been proven
valuable for related research inquiries in digital humanities applications, typically directed towards
person groups [7, 83, 220, 223, 306, 475]. Similar to time periods influencing a person’s life, the
development of instrument types is likely influenced. Much research has been done concerning
time-oriented data visualization. Examples are given by Aigner et al. [4] and Brehmer et al. [48].
Both include different timeline visualizations, and the latter one proposes a taxonomy for timeline
visualization in particular. These works highlight different visualization strategies for temporal
data, like parallel lines or theme rivers [59, 164] and their ability to help in analyzing trends.
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The time-dependent inspection of the instrument’s careers visualization is as of now under-
represented in literature. Typically, visualizations of instruments focus on structural aspects of
instruments, often obtained through X-ray or computed-tomography [39, 175, 229]. Further,
functional analysis of how an instrument generates sound is visualized [32, 43].

The static visualization by Schlegel et al. [379] is our motivation, but we propose an interactive
visualization, making use of the timeline metaphor and digital interaction methods to help musi-
cologists getting insight into the careers of instruments. A similar system is Continuum [7] that
utilizes a semantic zoom functionality for a timeline but does not consider human career informa-
tion. Another comparable approach is MusikerProfiling, which performs a similarity analysis for
musicians based on their biographical data [199]. This work also addresses the visualization of un-
certain temporal data, which has also been discussed in other works [217, 294]. Communicating
such uncertainties is also subject to our work to prevent misinterpretations.

3.2.3 Design

In close collaboration with musicologists, we designed the system in an iterative and user-centered
process to maximize the usability of our approach. Two musicologists specialized in organology
and restoration were mainly involved in the development. This section reports on the project
following the nested model by Munzner [313].

Domain Situation

Musicologists focusing on organology know much about the history and properties of inspected
instruments. When instruments seemed outdated, they were restored, repaired or modified to get
them ready for next performances. As it is mostly not easy to state which musical pieces were per-
formed on a historical instrument, this work is motivated by musicologists who strive to picture
an instrument’s career with possible musical works (or genres) performed with it, creating an in-
strument’s “aura”. With traditional, analog means this task is near to impossible to be done. Due
to various branches of musicology like composition analysis and organology, different methods
and conventions of musical terminology exist. This makes it difficult to find exact matches among
repositories listing musical instruments and compositions. We support generating hypotheses for
the task of matching the instrument to musical pieces by digital means and a tailored matching
algorithm considering instrumentation, time and location, to create hypothetically matches for
further investigations. The two digital repositories on which our analysis is based on are explained
in the next subsection. We further propose an interactive timeline visualization that helps to ana-
lyze the hypothesized matching pairs. All in all, we propose a system that supports musicologists
investigating the research question Which musical pieces have been performed on a particular in-
strument? with an interactive tool outlined below.

Data & Task Abstraction

The data was harvested from different online sources and then transformed and cleaned to make
them compatible with each other. Information on instruments are extracted from MIMO, a
project for the standardized description and archiving of digital and multimedia information
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about around 65,000 music instruments in a database. The records include keywords and classi-
fications, for the type of the instrument, as well as images and detailed events with different types.
An instrument is defined with properties as described below:

Ii =

{
Ititlesi , set of instrument titles
E(Ii), set of instrument events of Ii

(3.1)

Where an event is described by its type, date and location (place name and coordinates).
Information on musical works are listed in RISM, an international online documentation of more
than 1,100,000 musical sources. Information like title and scoring were harvested for each source.
Many musical works are annotated with related performance events, for which provided location
and date are used for the matching task. Musical sources are described as:

Pj =

{
P title
j , title of musical source

E(Pj), set of performances of Pj

(3.2)

After extracting and cleaning the data sets for the further processing, the resulting numbers were:

• 6,670 musical instruments I1, . . . , In – with 6,826 events E(I) and

• 24,760 musical pieces P1, . . . , Pm – with 29,192 performance events E(P ).

Due to the geocoding during the cleaning process some place names could not be resolved and
got lost and so some extracted events were discarded. Thus, the amount of completely described
instruments and sources was minorly decreased.

Similarity between Instruments and Sources The matching between instruments and
sources is determined on the basis of locations, dates, and instrument type of the corresponding
events. Only events with all those information were taken into account. For musical sources, the
instrumentation is given, and an instrument is labeled with terms for its type. For a matching task,
one musical instrument or a group of musical instruments can be selected and matching scores for
all possible pairs of instruments and musical pieces are determined dependent on three similarity
scores. The similarityS

(
e(Ii), e(Pj)

)
between an instrument event e(Ii) ∈ E(Ii) and a musical

performance event e(Pj) ∈ E(Pj) is determined as

S
(
e(Ii), e(Pj)

)
= winst · Sinst

(
e(Ii), e(Pj)

)
+wtime · Stime

(
e(Ii), e(Pj)

)
+wgeo · Sgeo

(
e(Ii), e(Pj)

) (3.3)

where wk is the weight of the corresponding similarity measure Sk. The weights can be adjusted
by the users during the matching process to modify search results. The combined similarity score
is used to generate a result set of pairings. A limited number of t best matches for each instrument
is taken into account for processing the visual output. Each similarity measure is described in the
following.
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Instrumentation Similarity Sinst Matching instrument and the musical piece is only pos-
sible if the instrument type is part of the composition. Therefore, we check if the labels of an
instrument appear in the list of considered instruments for the musical piece. As the terminolo-
gies used in both repositories are not coherent, they needed to be mapped to each other. Each
instrument is tagged with a set of titles, to describe what type of instrument it is. These could be
special types of instruments, classes, and families of them. On the other side, the musical sources
are equipped with information for what instrumentation the work is intended. The instrumental
scoring of a RISM source is given by a list of abbreviations for each instrument playing parts of
the musical piece, e.g. “vl, t-fag”. “vl” corresponds to “violin” and “t-fag” to “tenor bassoon”.
Both title sets are available in different languages (e.g., English, German, French, Italian), which
further complicated the matching task. An instrument is a possible candidate according to the
titles, if one of its terms, or its translation, is included in the instrumentation of the source. Sinst

is ranging from 0.0 to 1.0 depending on if it is an exact match, a substring match or none within
the extended title set out of translations and overlying classes:

Sinst =


1.0, exact match,
0.5, substring match,
0.0, no match

(3.4)

While an instrument with the title “violin” matches with score 1 due to the exact match, the instru-
ment “bassoon” results in a score of 0.5 because of a substring match with the full RISM name
“tenor bassoon”. This rather simple approach is used as the underlying repositories do not use
uniform terminology. Instrumentation of a musical source from RISM is only given as a list of
abbreviations. On the other hand, the available amount of information about the MIMO instru-
ments ranges from names for the instrument, instrument families and partially concepts out of
the Hornbostel Sachs classification [441], but these classification is missing in RISM. The collab-
orating musicologists pointed out that terms for historic instruments are inherently ambiguous
and that there is not a comprehensive classification for instruments, especially not for such be-
tween different groups. Thus, a string matching based approach was best suited to determine
instrumentation similarity.

Temporal Similarity Stime The temporal similarity scoreStime between two events depends
on the difference between the corresponding dates ∆y in years and the maximally allowed tem-
poral distance ymax and is defined as:

Stime = 1− ∆y

ymax
(3.5)

This maximally allowed temporal distance with a default value of 25 years is user-configurable.
By adjusting this value, the user is enabled to customize the matching process, depending on the
research question at hand.
Due to the textual tradition of information, the granularity of temporal data ranges from exact
dates to periods like years or centuries. Both sources comprise such temporal uncertainties. An-
notations like “first half of 18th century” were translated into timestamps for the earliest and latest
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possible dates. In the case of a period for a given event, it is mapped to a single day (the mean day
between the upper and lower border of the period) to be used for comparison. Furthermore, the
temporal similarity is decreased by subtracting the period length in years∆yspan proportionally to
the maximum temporal distance ymax. This is caused by the uncertainty of the exact event dating
within the given period. So, the result strongly depends on the maximum temporal distance cho-
sen by the user in combination with temporal uncertainties. In the case of temporal distances and
in consideration of the mean day the maximum distance could be the worst case of 0.5 ·∆yspan .

Stime = 1− ∆y

ymax
− 0.5 ·

∆yspan

ymax
(3.6)

So, a given event in 1805 matches an event annotated with 1807 with a similarity around 0.866,
with a maximal possible time difference of 15 years. Whereas an event in the period of 1800-1810
would match to 1807 with a value of around 0.533, even if the difference in years to the mean day
is the same, due to its uncertainty. The temporal similarity is also defined between 0.0 and 1.0, so
in cases of Stime(e(Ii), e(Pj)) < 0 we set Stime(e(Ii), e(Pj)) = 0.0.
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Geographical Similarity Sgeo The score for geographical similarity Sgeo refers to the actual
geographical distance between two places p1(x1, y1) and p2(x2, y2) that is computed with the
great circle formula delivering the distance in kilometers [167]:

G = 6378 · arccos
(
sin(y1) · sin(y2) + . . .

+cos(y1) · cos(y2) · cos(x1 − x2)
) (3.7)

With the user-configurable maximum permitted distance between the places of two events Gmax

(default value is 50 kilometers), Sgeo is then defined as

Sgeo = 1− G

Gmax
(3.8)

Task Abstraction

The outcomes of our algorithm are hypothetical matches between an instrument and a perfor-
mance event. But the numerical results are hard to evaluate by the musicologists, they require
interactive visual access in order to be able to regard a result in the musicological context to as-
sess its reliability. To describe user requirements of the system, we utilized the task taxonomy by
Munzner [314]:

• Analyze: At the beginning of our project, the musicologists outlined their needs and wishes
for the system in their application field. Most of all they wanted to see and discover inter-
esting new patterns or anomalies in the combination of the two data sets to generate and
verify hypotheses for possible new research questions. In comparison to the numerical,
algorithmic results, visualizations make it much easier to detect such groupings and pat-
terns. Also, the communication of uncertainties benefits from visual encoding. With fur-
ther qualitative investigation, they are able to derive new knowledge about the correlations
of musical instruments and musical pieces. New and already known relationships have to
be presentable for the discussion between musicologists as well. Also, an enjoyable use of
the visualization is focused, e.g. with a poster depicting all the modification states of a spe-
cial musical instrument, enhanced through appropriate music, besides its presentation in
a museum for visitors.

• Search: To interact with the underlying repositories, the users require to search the data
sets in manifold ways. The musicologists need to lookup already known correlations for
hypothesis verification. The search interface enables them to locate object identifiers and
special instrument titles of interest. The visualizations and even the search interface encour-
ages to browse and explore through the results and data sets by filtering for areas in temporal
or geographical space.

• Query: Further tasks supported by the system are query, identify, compare and summarize.

3.2.4 Visual Encoding & Interaction Idiom

The presented visualization aim to display the results by focusing on temporal and geographical
similarity and show them in separate, but linked views. To enable the user to inspect the results in
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an interactive way and to create hypotheses for further investigations, we created a comprehensive
metaphor and visual encoding. To do so, we utilized a consistent color coding for the two entity
classes, which are symbolized with two color schemes inspired by ColorBrewer [163]. Instrument
events are colored in different discrete colors with a high red component, depending on the type
of the event. Whereas musical piece performances are colored in green with different saturation
from a continuous color scale, to visually encode the similarity score of the matching between the
two entity classes. The overall legend can be seen in Figure 3.1. Also visible there is the choice of
different shapes to symbolize instrument events as ellipses and matching piece performances as
rectangles.

Figure 3.1: Overall color coding, with two color schemes for the different entity classes. The color scale over
the saturation of green encodes similarity of one piece performance to a instrument event.

Timeline

We use a timeline to visualize the resulting matches in dependence of the temporal dimension
(Stime). To minimize the visual clutter, we group the result set entries by single instruments. So
every matched instrument Ii ∈ I1 . . . In is symbolized by one row on the y-axis, started by an
eventual image of the instrument to offer the first view of it. If no image could be found for the
instrument, the place at the beginning of the row stays blank. The x-axis represents the time,
so the temporal located instrument’s career events e1 . . . eo ∈ E(Ii) are placed along with the
row’s horizontal extension. These events are enhanced by the matched musical pieces P (e) with
e ∈ E(Ii) to show their relation.

Uncertainties In the case of uncertainty, the inaccuracy is communicated by an out fading
border and width of the event’s glyph, as visible in Figure 3.2. The height of each row (Ii) is given
by the maximum amount of matches from P (E(Ii)) in it.

One upcoming challenge was the fact, that large objects draw more attention than smaller ones.
Due to the uncertainties and the focused similarity measures, lower (more unlikely) matches are
getting more screen space on a timeline or map than exact matches in temporal and geographical
consideration, because of their higher distances. Equally in calculating and visualizing the result
sets, closeness is the significant property to describe likeness. To encounter that, we implemented
the continuous color scale and with it, in combination with transparency, the lower matches are
fading out towards the borders of the maximally allowed distances.

72



3.2 Paper 2: A Timeline Metaphor for Analyzing the Relationships between
Musical Instruments and Musical Pieces

Figure 3.2: The different semantic zoom levels enable distant reading of distributions of matched results
(a,b), as well as the close reading of all results in detail. In the highest zoom level (c) the musical
piece performances are stacked on each other, creating a bar chart and encode the quantities
and qualities for each instrument event.

Semantic Zoom Following the Visual Information-Seeking Mantra from Shneiderman [398],
the user can browse through different semantic zoom levels.

The first zoom level of the timeline shows a first overview of the matched instruments and
their events. All possible similar pieces P (e) of each instrument event e1 . . . eo ∈ E(Ii) are
summarized in one glyph at this level. This glyph is a rectangle with a width of one year on the
timeline, positioned on the average year of all summarized performance events. The color is given
by the sum of scores for the temporal similarity of all binned matches. With this view, it is possible
to get a first overview of the temporal distribution of the matched events in a distant reading
manner. Like on a classical heatmap, whole areas of interest or special outliers could be derived
and picked for further investigation. The overview of some matched instruments is visible in
Figure 3.2a.

The second zoom level extends the rectangle glyphs to box plots, to uncover the distribution
of the matched performances. The previously drawn rectangles remain as medians and get sur-
rounded by their quartiles. Additionally, whiskers indicate the minimum and maximum exten-
sion of the quartiles over time, but outliers were ignored. An example of box plots could be seen
in Figure 3.2b.

On the last zoom level, the box plots become bar charts to reveal all underlying performance
matches. Each matched musical piece is symbolized by its small rectangle at the year of its per-
formance. We stack multiple performances in the same year on top of each other so that they
are creating a bar chart like glyph for the distribution of all matches for one instrument event
e ∈ E(Ii). To clarify the connections of the bars, all matched P (e) are framed by a thin bor-
der from earliest to latest performance. This time frame could be expanded via one checkbox to
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show the minimum and maximum possible year (ymax), to show if there would be more room
for further sources. Periods around the instrument’s events are stacked on top of each other too
and margins between the rows are growing, to maintain the separation of the instrument rows as
visible in Figure 3.2c.

Shape of Similarity Although the shapes of piece performances are changing over zoom lev-
els, an overall shape of all matches to an instrument is recognizable. Width, height, and saturation
are indicating inaccuracy, destination, amount and quality of the underlying matches. A thin,
high and saturated shape of e.g. a bar chart shows much more certainty and quantity than a broad
and flat shaped frame around the bars. These are patterns to search for during the analysis, as well
as the visual encoding for uncertainty.

Interactions To explore the result set of matches a variety of interactions were applied to the
visual elements. First of all the interactive search form with its text fields, buttons and easy to use
filter bar “VisualSearch”4 enables visual analytics and is visible in Figure 3.4. Additionally to the
dynamic adaption to different research questions and changing search results via search form, the
user could change the sorting algorithm of the instrument rows in the timeline. The default is
the chronological sorting, where the instruments are sorted by the dates of their matches. Other
sorting methods are the average or the sum of all matches of one instrument, to get a ranking by
quality and quantity of resulting instrument/piece pairs. With them, it is possible to encounter
the demands of different research questions, like the penalty of the set of matches through low
similarity scores via the average.

For a closer look at one single instrument and its matches, it is possible to click on the instru-
ment images or their event glyphs, to filter the whole result set. There, due the small number of
elements, the elements are able to become larger. Some information about the matched events
are accessible via mouse hover over their drawn glyphs, like seen in Figure 3.3. Both, timeline and
map, are connected through the hover effects, to bring geographical and temporal dimension into
context.

4https://documentcloud.github.io/visualsearch/

Figure 3.3: The tooltip uncovers, that this lute was converted into a guitar by Johann Samuel Fritsche in
1818 in Leipzig, Germany.
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Figure 3.4: The timeline of a trombone from the Music Instrument Museum of Leipzig University in its
different zoom level states.

Map Analogous to the timeline, the map is focusing on the geographical similarity of the dif-
ferent events. Also the most visual metaphors are the same. Shape, size, and color are indicating
entity class, amount of summarized entries and type, respectively the geographical similarity score.
Because of the different dimensions, and thus overlapping of events, it is not possible to group
the result set after instruments in the same way as at the timeline, but overlapping data points
get clustered. The clusters are divided into separate glyphs for summarized instruments and piece
performance events in that cluster, as seen in Figure 3.6. If multiple types of instrument events
are clustered together, they are symbolized by a pie chart in the mentioned color map. When
zooming into the map, clusters of less than eight items of one entity class are split into single
features, placed around the first feature in the center on a circular path. It is possible to show a
circle around the single instrument events to display the maximum allowed distance between the
matched items, analogous to the time frames around the timeline’s bar charts. To highlight the
connections between the entities, lines could be drawn, which connect instrument events with
their matched piece performance events, as visible in Figure 3.5. We waive to draw the detailed
connections between split single elements, because of the visual cluttering.

3.2.5 Use Cases

In discussion with four musicologists, we observed multiple use cases during their use of the sys-
tem, which underline the work with the visualizations and the system and point out possible im-
provements as well.

The Protestant Trombone

The first is the case that an object is exhibited in a display case e.g. in a museum. With the knowl-
edge about all of its conversions and stations, its life could be enriched by possible musical piece
performances. For a trombone of the Music Instrument Museum of Leipzig University (Ger-
many)5, they chose to setGmax = 200 km and ymax = 50 years. Inspecting the timeline from
Figure 3.4a, the musicologists saw two distinct red production events of it, in each case with a
given period of 10 years, indicated by the stretched and out fading ellipses. When hovering over

5https://mfm.uni-leipzig.de
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the events, they noticed that the production of the whole instrument is divided into the manu-
facturing of the lower part around 1740 and the upper part around 1785. When zooming in (b of
Figure 3.4), the glyphs get enhanced by the box plots around them, uncovering the distribution of
matched performances. A first glance shows, that the left box plot has a longer range of whiskers
than the other one. On the next zoom level (c of Figure 3.4) the single matched performances
become visible. To assess the quality of the recommendations the musicologists wanted to get
insights into the first matched performances for each instrument event. Without question, the
first half of the trombone is not playable without its other half. Nevertheless, a closer inspection
of the first musical pieces by hovering revealed, that some of them are different parts of an opera.
Also striking is, that many of the matched musical pieces are sacred songs. That leads the users
to the geographical similarity of the result set. Both parts of the trombone were manufactured
in Nuremberg (Germany) and the musical pieces were performed in cities around that place in
the radius of Gmax, as displayed in Figure 3.5. With the additional knowledge of the musicolo-
gists, it turns out, that all cities have been Protestant, except for Munich, which was Catholic. So
considering the high amount of Protestant pieces, from Protestant composers, in the result set,
e.g. Frankfurt am Main is culturally closer to the instrument from Nuremberg, than Munich,
although Munich is geographically nearer. Despite everything, for users it is at least possible to
get an insight into the music e.g. operatic arias composed for trombones in Southern Germany
around the late 18th century.

The Playlist for a Violin

Another possible use case is the generation of a “playlist” around a special instrument or a group
of it. For example an imagined chamber orchestra with multiple concertmasters, who play Italian
violins. With the system now it is possible to easily generate a playlist of matching musical pieces
for a themed concert or the production of recordings around ancient violins. The musicologists
started with the first look on all of the available violins in the data set and their best matches.
Selected settings here were ymax = 25 years and Gmax = 50 km. Noticeable at first glance
was the clear gap between matches around 1850 and 1870. Looking at the map showed, that most
of the instruments were located in Germany and just circa 10 percent of them in Italy. Focusing
on the seven violins from Italy with matches within a distance of 30 years and 75 kilometers, the
timeline is changing to Figure 3.6. With such a condensed set of instruments and nevertheless a
manifold variation of possible musical pieces, the musicologists suggested “A foray through the
Italian baroque for the violin” as one name for the playlist, where stations could be Rome around
1710, Cremona around 1750 and Parma around 1810. Matching pieces are from composers like
Antonio Vivaldi or Andrea Bernasconi and primary operatic arias. Interesting to see is the already
mentioned gap after 1820 in Italy and the raising violins and performances on the north side of
the Alps. Also noticeable by further investigations, is that Italian music was not just played in
Italy. For example the source “Didone abbandonata”6 made its way from Milan (1738) over Venice
(1741) to Munich (1756).

6https://opac.rism.info/metaopac/search?View=\rism&id=450014602&View=rism
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The Conversion of Lutes

The lute instruments are an ancient plucked string instrument family. Due to their high value
the lutes, some particular instruments experienced multiple developments and changes over the
time from classical lutes over mandolins and theorbos to guitars, picturing the passed trends. The

Figure 3.5: The map for a trombone from the Music Instrument Museum of Leipzig University, produced
in Nuremberg (Germany), surrounded by its matched piece performances.

Figure 3.6: All Italian violins with their piece performance matches within a distance of 30 years and 75
kilometers.
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search for such instrument families in the presented system creates the timeline and map view
from Figure 3.7.

Apparently, the timeline is divided into three different characteristic epochs. The first episode
is for the renaissance and baroque european lutes like the one in the row d in Figure 3.7. Unfortu-
nately, musical pieces for lutes from RISM are very rare (a search on RISM for lute as instrumenta-
tion gives 38 results). After that period, the music culture was changing and with it, performance
practices. The lute was displaced from the established ensembles because it had no place in the
rising orchestras.

The many exact datings of instrument productions in the second epoch (1770 - 1860) may come
from the high amount of good logged contract manufacturing for the courtly culture, the analyz-
ing musicologists assumed. Most of the instruments in that period are mandolins and first guitars.
The data of the lute-guitar in row c of Figure 3.7 is manually enhanced and corrected by a musicol-
ogist specialized on lutes. In MIMO the instrument is tagged as lute-guitar with two production
events. The information, that the instrument was manufactured as a classical lute (first half of the
17th century) is only available in the textual metadata of the events. As well as the conversion of
the instrument into a lute-guitar in 1818 is written down, but not easily automatically processible,
as seen in Figure 3.3. Such example shows the real value of the system to visualize and auralize a
particular instrument career, cause of the musical changes of matched piece performances to its
station.

The last episode is dominated by uncertain production dates of guitars. Due to that the amount
and quality of matches are decreased. The musicologists working with the system assumed the
more industrial production of instruments. These instruments were produced on stock and not
for a specific customer who made an order. This might be the reason for the uncertain manufac-
turing records. Besides, the lutes experienced a revival through the conversion to lute-guitars or
bass lutes, like the one in row b of Figure 3.7, which were used in operas e.g. the hypothetically
matched “Meistersinger von Nürnberg” 7 by Richard Wagner.

The Historical Performance Practice

Even the other way, finding matches to one selected musical piece, is conceivable. Imagined a
given music manuscript, with its past performance dates and maybe additional knowledge about
the work e.g. the composition event. With such information, feasible historic instruments come
into consideration by the use of the system, to perform the musical piece in a way of historically
informed performance practices, with appropriate instruments.

3.2.6 Results

Discussion

While evaluating the system through the work with musicologists, we observed the following ef-
fects. Different close and distant reading research questions are supported by the system. For
resilient results, further close reading is still necessary, but the system is capable of revealing so far
unseen correlations, now possible with a digital humanities approach to musicological data. The
different levels of the semantic zoom create a smooth transition between temporal granularities.

7https://opac.rism.info/metaopac/search?View=\rism&id=270000986&View=rism
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Figure 3.7: All lutes and its similar instrument families with their piece performance matches within a
distance of 50 years and 100 kilometers. Visual striking and interesting are the three distinct
episodes and the differences between the certainties inside of them.
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Even if the matching results are not exact matches in the real world, at least we receive indications
about how the music was intended to sound at the dedicated lifetime events of one instrument or
their instrument family.
One advantage could be the research and education in organology, instrument careers and socio-
cultural developments over the centuries of music. Indirectly the system creates a similarity mea-
sure for instruments through the analysis of similar events and shared possible performances. The
use cases show that available databases and the post-processing of data sets have yet to be improved
in order to increase the quality of results of the recommendation system. For example, detailed
information about tuning and tones are missing for a better instrumentation similarity analysis.
But for now, the system satisfies the intention of creating hypotheses of joint appearance, which
can be verified or falsified by further inspections of musicologists.

Limitations

In general the amount of displayable items is not limited. All instruments in the timeline are
stacked atop each other so the scrollable height is growing with each new entry. However, the
number of instrument rows and related events is limited by the amount that is humanly proces-
sible. We observed a result set with 150 oboes from one museum with the same production event
date and location and the same matched musical pieces were stacked on each other, using a lot
of screen space. This output requires the screen’s height three times (depending on resolution
and used minimum of instrument rows height) but is also negligible by the user who is aware of
the general quality of the data. Also, the system is not meant to review, but rather to direct to-
wards new hypotheses. Such review, especially verification of suggested facts, has to be performed
intellectual with additional knowledge. Nevertheless, the falsification is easily possible by using
the visualizations, but this use case underlines again the dependence of calculated and displayed
statements on the quality and quantity of the used data points.

Future Work

The measurement of similarity will be improved e.g. by the consideration of geopolitical informa-
tion like provinces and countries. Therefore, the aggregation of information from other reposito-
ries and a better alignment of the different existing vocabularies is necessary. Also, the derivation
of new information out of existing is possible. For example, the database of the musiXplora [223]
contains over 32.000 persons in the musical context with a variety of information about them,
e.g., the denomination of musicians. Hypotheses like the denomination of cities (as mentioned
in the first use case in Section 3.2.5) could be derived from the denominations of all locally born
persons. Further, the system is expandable by e.g. a force-directed graph for the results of the rec-
ommendation system. Therefore instruments or musical pieces could be grouped depending on
the demand of research questions. A box plot glyph could be evolved to a bean plot [213] for the
better creation of shapes for the matched results. Furthermore, we want to increase the linkage
of the different attributes and views e.g. by implementing a time slider for the map, to see the
geospatial trends of the two entity classes over time.
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3.2.7 Conclusion

Due to the increasing amount of digital cultural heritage resources, user interfaces that support
aggregation, mapping and linkage gain more and more importance. Our project aimed to find re-
lations between musical instruments and historical performances of musical pieces. To encounter
this, we cooperated with musicologists, aggregated and linked two digital repositories. In addi-
tion, we defined a multi-faceted similarity measure for the likeness of two matching events. To
achieve the ability of qualitative close reading and quantitative distant reading of the results, we
designed a new timeline metaphor with semantic zoom levels accompanied with a map to review
results in a temporal as well as a geographical context. The presented use cases indicate the value
of our approach to support new research questions in musicology.
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3.3 Paper 3: Visualizing the Aura of Musical Instruments

Jakob Kusnick1, Josef Focht2 & Stefan Jänicke1
1 University of Southern Denmark, Odense, Denmark

2 Musical Instrument Museum of Leipzig University, Leipzig, Germany

3.3.1 Introduction

Many historical musical instruments are resting in depots or are presented in showcases in music
museums. Digitization is one of the current key strategies to gather data and to make those instru-
ments virtually accessible through online repositories. But not all of them are linked together, and
so relations between related objects remain hidden. Cooperating with musicologists, we unfold
the history of musical instruments by “auralizing” [409] them through matching compositions.
The motivating research question is, in which particular performances of compositions a musical
instrument was used. Therefore we assign musical pieces from RISM [360] a digital collection of
musical compositions, to musical instruments from MIMO [317], a digital repository of meta-
and media-data on musical instruments in public collections. A multi-facetted similarity measure
generates matching results between the two repositories automatically and interactive visualiza-
tions. We propose an extension of this process by a tag cloud picturing the aura of instruments of
interest. The system is evaluated by musicologists who investigated different scenarios using the
tool.

3.3.2 Previous System

In our previous work “A Timeline Metaphor for Analyzing the Relationships between Musical
Instruments and Musical Piece”, we proposed a system for the calculation and visualization of
hypothetical relations between musical instruments from MIMO and musical pieces from RISM
[252]. We take geospatial, temporal and descriptive meta-information into account to assign mu-
sical instruments to musical pieces. These attributes are used to define similarity measures which
describe the likeness of a musical instrument playing a part in a particular piece performance.
The result of the matching process is a list of musical instruments and the assigned musical piece
performances. Schlegel et al. created a static visual timeline for types of lutes and lute-like instru-
ments, enhanced with appropriate compositions [379]. To visualize such pairings interactively,
we designed a new timeline metaphor, where every instrument has its dedicated row. Distant and
close reading research questions can be answered through different semantic zoom levels, what
has previously been demonstrated for compositions [7]. As described by Khulusi et al., data on
musicology include uncertainty aspects [217], which are visually encoded in our approach. The
timeline enables the explorative analysis of hypothesized matches and a map as an additional view
helps the user to validate or falsify the automatically generated suggestions. So the instruments’
careers are visualized through their temporal and geographical located events in timeline and map.
Now we propose an additional view to picture the aura of one or a group of musical instruments
of interest.
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3.3.3 The Aura

The timeline and map generate visual patterns, and potentially interesting findings stick out. The
previous version of the system only allowed to select an individual musical instrument after fil-
tering the results via search terms and clicking a particular instrument, getting to a single close
reading view. The aura of an individual or multiple instruments was just perceivable by a follow-
on, laborious clicking on each matched piece performance. The extended system now enables to
select instruments via a rectangular selection box by click-and-drag in the timeline or map. This
selection filters the result set and leads to the refreshed multi-view screen of timeline and map,
including a new visualization depicting the aura of instruments.

Tag cloud for the Aura

The aura of instruments is pictured in the form of a tag cloud. It shows the resulting instruments,
described by words aggregated from the matched musical pieces. The arrangement of words is au-
tomatically determined by a force directed graph drawing algorithm [238], in which each item is a
node and the links between them represent joint appearances in the same category. This leads to
forming clusters, inspired by TagPies [196]. In the cloud’s center, each instrument is symbolized
by its image, or a placeholder image in a circle. The words, whose sizes are determined accord-
ing to the number of occurrences, are taken from four different attributes of musical works, and,
additionally, the titles of the instruments. So the words appear in five different colors to quickly
depict the instrument’s aura visually. In most cases, the largest cluster (in purple) is built by the
tokenized titles of the musical pieces found in the matching process. Due to the variety of possible
languages, we did not apply further language processing like stemming or lemmatization. Never-
theless, the token sets are cleaned through stopword lists of the most frequently used languages
like German, English, and Italian.

Furthermore, the names of the musical piece composers constitute the second cluster (in green)
of the tag cloud. Due to the length of full names, they were cropped and only the surname is
displayed. Thanks to the additional meta-information about the composers, the user can inspect
the details by hovering the name tags and see the composer’s full name and lifetime. Additionally,
genre names (in red) and languages (in blue) of the manuscripts are displayed in separate word
clusters of the tag cloud.
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Figure 3.8: The generated tag cloud for a trombone from Leipzig, Germany and its matched compositions
within a range of 50 years and 200 kilometers.

3.3.4 Use Cases

The Protestant Trombone

The visual exploration of a trombone [465] originating Nuremberg, Germany has been described
in our previous paper [252]. The inspection of matched pieces on the map reveals that they were
performed in some cities close to Nuremberg. The tag cloud highlights that the most frequently
matching genre is the opera (closely related to “Singspiele”), and German (“ger”) as the major
language. In Figure 3.8 frequent terms in the titles are “Zauberflöte” and “Giovanni”, in which
trombones were used, as well as “Mozart” as the corresponding composer. A closer look reveals
many terms related to religion. German cantatas, sacred songs and numerous names including
words like “Herr” (lord), “herrlich” (wonderful), but also “Sünden” (sins) and “Opferfest” (sacri-
fice) from Peter von Winter and Georg Philipp Telemann are found in the resulting list of musical
piece tags prominent in the word cloud. The musicologist working with this use case commented
that the denomination was very important around 1800. Additionally, he took the predominant
denomination of the piece performances’ locations into account. All cities were predominantly
Protestant, except the Catholic Munich. Thus, the trombone from Nuremberg may be better au-
ralized through Protestant songs from one of the culturally closer cities like Frankfurt am Main,
even though it is geographically farther away than Munich. Clicking “Cantatas” shows a list of all
cantatas in the musical piece matches, for example “Ertönet bald herrlich ihr letzten Posaunen”
[416] (also tagged as a sacred song) having even “Posaune” (trombone) in its title. The song was
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performed in Frankfurt am Main and was composed by Georg Philipp Telemann who is tagged
as evangelic in the musiXplora [221].

Lutes and Lute-like Instruments

The history of plucked instruments like lutes and lute-likes is pictured by a second use case. Three
dedicated epochs are visible in the timeline in Figure 3.9, and the corresponding tag cloud is view-
able in Figure 3.10a. The first epoch (1620–1760) refers to the classical lute, indicating a very sparse
occupancy due to the low amount of pieces dedicated for lutes in RISM. However, a wide distri-
bution of genres is depicted in the word cloud in Figure 3.10b. The second epoch (1770–1810) is
characterized by numerous precise datings (see Figure 3.9) for the production of the instruments.
This might be contractual works commissioned by the courtly society because lutes were highly
appreciated instruments at that time. Also, the word cloud gets more dense and manifold (Fig-
ure 3.10c), especially, the amount of mandolins increases. The third epoch (1870–1960) is marked
by very uncertain production dates because of their more industrial production, visually encoded
by more transparent and wider red ovals in the timeline. Also, this episode was the time where
lutes and lute-like instruments only survived by being transformed into bass- lutes or guitars to
play roles in operas because they were not part of uprising orchestras, as seen in Figure 3.10d.

Figure 3.9: All found lutes and lute-like instruments with their matching piece performances within a dis-
tance of 50 years and 100 kilometers around the instrument events. For details, see the original
publication [252].
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Figure 3.10: Four different tag clouds for lutes and lute-like instruments summarizing all pairings of instru-
ments and compositions for the time ranges (a) 1620–1960, (b) 1620–1760, (c) 1760–1870,
and (d) 1870–1960.

3.3.5 Conclusion

While historical musical instruments are resting in showcases or depots of museums, digitization
efforts serve us with intangible data about them. This data could be used to make the musical
instruments and their history perceptible. We extended our visualization system by an interactive
tag cloud to picture the career and aura of an instrument or group of instruments of interest
in a manifold way. The created aura is composed of word clusters for five different attributes
of the matched composition or instrument giving an overview of the selected data subset. This
visual depiction could be presented to visitors of museums next to showcases to contextualize
instruments through their music and to bring their particular careers to life.
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“When you get far enough away from all the organisms and the
little bits of things you see the environment in another scale of mag-
nification. But actually, the whole thing is arranged in a polar sys-
tem where the enormous depends on the tiny and the tiny depends
on the enormous, and you get a relationship between these extremes
which can be called a transaction.”
– Alan Watts, The Myopic View of the World [446]

4.1 Overview & Contributions

In the intricate tapestry of our world, natural heritage as part of intangible cultural heritage are
threads interwoven in the fabric of human existence, embodying the delicate balance between
nature, culture and society. In the center of this balance is the art of musical instrument making,
an enduring legacy that marries the physical gifts of the natural world with the creative expressions
of humanity.

Musical instruments, especially those of high value and exceptional quality, are crafted from
natural materials, making them not only artifacts of cultural heritage but also dependents on the
ecological harmony of specific ecosystems. These ecosystems, often threatened, serve as the cradle
for the raw materials that give life to musical harmony.

As we delve into the realms of natural heritage and musical craftsmanship, we uncover a com-
plex narrative of interdependence and vulnerability. The craft of making musical instruments, a
cherished intangible heritage, faces threats from efforts to preserve biodiversity.

This chapter ventures into the exploration of these complex matters, adopting various lenses of
magnification to examine the interlinked and interdependent systems at play. We engage in a se-
mantic zoom, peering into the entities and their hierarchies, from musical instruments organized
into instrument groups of a western symphony orchestra and composed of specific parts, to the
natural materials that form their essence. The journey traverses multiple levels of magnification,
revealing the intricate biological taxonomies of the species used in instrument making, organized
in genera, families and kingdoms, and the geospatial divisions that contextualize these materials’
origins defined by countries, ecoregions, and artificial hexagonal grids.

The assessment of economically and ecological threats to these intertwined systems unveils a
web of complex effects, highlighting the challenges of communicating such intricacies to a broader
audience. Domain experts themselves benefit from interactive visualizations that contextualize
these dynamics, although the diverse scales of threat assessments and the differing priorities of bi-
ology and geography (prefer specific details) versus visualization (prefers generalization) present
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unique challenges.

The collaborative and trans-disciplinary research on these complex matters is documented by
two consecutive papers building on top of each other.

Whereby the Paper 4: Visual Analysis of Diversity and Threat Status of Natural Mate-
rials for Musical Instruments [254] introduces the background and used manifold data as well
as the visual design which was conducted in an iterative participatory design process, involving
a variety of practical and scientific domain experts. The result is MusEcology a multi-view visual
analytics tool specifically crafted for the needs of the involved domain experts and policy makers.

But because the discussed complex challenges and their possible solutions call for a comprehen-
sive understanding by broader public and then for actions, we attempted to lower the hurdles,
break down the complex topics and introduce them step for step by telling a story via Paper 5:
Visualization-based Scrollytelling of Coupled Threats for Biodiversity, Species and Mu-
sic Cultures [253].

Instrument making or instrument playing, as a manifestation of cultural heritage, embodies
traditions steeped in history and expertise. Yet, even experts may lack a full understanding of
the complex requirements spanning across different domains. Our explorations are not aimed at
limiting cultural practices like instrument making or performances but at fostering sustainability
to preserve these traditions for future generations.

However, challenges arise as practical domain experts or the interested public may find nested
and interactive visualizations overwhelming. Storytelling, particularly through scrollytelling where
scrolling propels the narrative forward, offers a gateway to simplifying these complexities. This
storytelling leverages the comprehensive system of MusEcology, reusing its data, transformation
workflows, and visualizations, augmented with multimedia annotations. It not only demystifies
the intricate connections between natural heritage and musical instruments for the public but
also outlines pathways towards sustainability.

Focusing on the string instrument bow, with its unique characteristics and requirements, serves
as a poignant entry point and use case to these discussions. It exemplifies the broader issue of sus-
tainability in the face of cultural and ecological challenges. Through this lens, we aim to enlighten
a wider audience about the nuanced interplay between natural heritage, cultural practices, and the
imperative of sustainability, shedding light on the profound connections that many may not re-
alize impact their daily lives.
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The main contributions of both works regarding MusEcology include:

1. Integration of Multidisciplinary Knowledge: MusEcology combines expertise from
various fields such as instrument making, material science, geography, biology, ecology, and
computer science, showcasing an interdisciplinary approach to understanding the global
impact of musical instrument production.

2. Comprehensive Database: The project compiles an extensive database linking musical
instruments to the natural materials they are made from, including data on species’ ecolog-
ical threat levels, trade regulations, and geographical distributions. This database includes
5,965 assignments across six musical instrument groups, linking them to 758 species, em-
phasizing the wide variety of natural materials utilized in instrument making.

3. Innovative Visual Metaphors and Design Features: The platform introduces several
visual metaphors and design features, such as:

• Visual Metaphors: Using glyphs to symbolize the ecological and trade-related threat
status of species.

• Linked Views Design: Tailored for complex datasets, facilitating exploration of the
interconnections between musical instruments, materials, and their ecological con-
texts.

• Multi-Layered Geospatial Design: Allows investigation of species distribution with
respect to political and ecological boundaries.

• Species Timeline: Illustrates the evolution of ecological threats and trade regula-
tions affecting species.

• Target-User Driven Design: Ensures accessibility for users with non-technical back-
grounds.

4. Interactive Platform with Coordinated Views: MusEcology is an interactive platform
that provides multiple coordinated views (Orchestra View, Material View, Threat Assess-
ment Timeline, Diversity Map), enabling users to explore the data from different perspec-
tives and understand the intricate relationships between music, material use, and conserva-
tion.

5. Use Cases and Expert Feedback: MusEcology is additionally described by use cases demon-
strating the platform’s utility in offering insights into the sustainability of musical instru-
ments and their ecological impacts. Feedback from domain experts underlines the plat-
form’s potential in fostering interdisciplinary understanding and informing sustainable
decision-making processes.

6. Scrollytelling as an Effective Communication Tool: The addition of storytelling func-
tionalities lowers the hurdles by interlinking stories with the interactive visualizations, so
that they are explaining themselves through an iterative build up and explanations. By
scrolling through the right part of the screen the users intuitively understand complex threats
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to biodiversity, species, and culture illuminated by multimedia annotations including im-
ages, videos, or sound recordings to increase the immersion in addition to visualizations.
Whereas the left part of split screen scrollytelling design consists of an animated map, tak-
ing the user on a journey flying through different geographical and semantic zoom levels,
using various polygons, glyphs and map layers such as satellite images.

7. Informal Evaluation with Diverse Participants: An informal evaluation with partic-
ipants of different backgrounds indicated that the scrollytelling approach is relatively in-
tuitive and significantly contributes to learning about the complex interconnections be-
tween biodiversity and instrument making. Participants reported gaining new insights and
highlighted the value of integrating rich media, such as sound and video, to enhance the
storytelling experience.

8. Discussion on Limitations and Future Extensions: The works acknowledge the limita-
tions due to data availability and accuracy, and suggests future directions for enhancing the
platform, including expanding the database to cover more musical traditions, incorporat-
ing alternative materials, and extending analyses to address the impacts of climate change
on musical instrument materials. Furthermore the articles acknowledge challenges such
as the ambiguity of common trade names and the need for comprehensive scientific find-
ings for some musical instruments and their source species. It also outlines future work,
including exploring deeper zoom levels on specific protected areas and adopting additional
narration techniques to enhance user engagement and understanding.

Overall, MusEcology represents a significant step towards integrating ecological considerations
into the cultural domain of music, offering a novel tool for researchers, instrument makers, musi-
cians, and environmentalists to explore the sustainable use of natural materials in musical instru-
ment production. The potential of VBS demonstrates to bridge the gap between scientific data
and public understanding, particularly in the context of conserving biodiversity and cultural her-
itage. Through the lens of the symphony orchestra’s instruments, it showcases how storytelling
can raise awareness and foster a deeper appreciation for the intricate relationships between culture
and nature.
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Abstract: A classical symphony orchestra consists of up to 29 musical instruments manufactured
from up to 758 distinct natural materials. The interrelationships between the extraction of raw
materials for instrument making, the international trade conditions, and the protection status of
endangered species and their ecosystems are highly complex and have yet to be sufficiently scientifi-
cally examined. However, rapidly progressing climate and ecological change call for sustainable so-
lutions. To address this challenging task, we present MusEcology, a new interactive decision support
system based on visualizations. The interactive visualizations offer entry points for users of various
backgrounds to explore the interrelationships between music and natural resources. The underlying
objective of the tool is to ensure that the (1) data processing correlates related data resources, and (2)
visual interfaces and interaction schemes stimulate new interdisciplinary research on complex sys-
tems interactions, and finally, (3) support high-level decision-making to find alternative pathways
towards sustainable instrument making.

4.2.1 Introduction

Some of the most famous pieces of classical music are composed for symphony orchestras [310]. A
symphony orchestra achieves the desired sound only when each musician contributes with their
musical instrument in a coordinated and harmonic way. The quality of those musical instruments
depends, in turn, on the instrument makers’ expert knowledge and skills, but above all on the qual-
ity of materials, without which high-standard musical instruments could not be crafted [473].
Thus, manufacturers of musical instruments require access to a large variety of natural materi-
als from animals and plants, especially wood [121]. Following historical European expansion and
international trade fueled by the colonial era and ongoing globalization, European musical in-
strument makers have made use of access and materials from species that originate from distant
ecosystems around the world and local environments alike [310]. Uncontrolled overexploitation
of natural resources worldwide is responsible for endangering a multitude of threatened species
and ecosystems, increasing the threat to traditional musical instrument making, an intangible cul-
tural heritage that preserves valuable traditional craft knowledge [165]. This precarious ecologi-
cal situation and cross-cutting culture calls for novel strategies to preserve our ”global orchestra
ecosystem“.

The emergence of global perspectives on the interrelation between nature and music poses a
challenge to the preservation of both [109]. The global loss of significant cultural and natural
heritage originates mainly from a profound lack of awareness and understanding of the interlink-

91



4 Sustainability of Materials used for Musical Instruments

age of threats to music, musical instrument making, and distant ecosystems. Lichtenberg, Huber-
Sannwald, Reyes-Agüero, Anhuf, and Nehren [269] recently proposed an integrative framework to
examine these telecoupled cultural-ecological systems from a conceptual and empirical perspec-
tive to develop long-term sustainable solutions to this complex challenge. The following elements
need to be taken into account: materials used for instrument making, their visual appearance,
the plant and animal species and their habitats, the species’ current and historical ecologically
grounded threat levels, international trade regulations, as well as their population trends.

Our project is the first to tackle these multidimensional interdependencies and make them visi-
ble so they can be explored. In addition to visualization scholars, our Co-creation Team consisted
of a violin maker, geographers, biologists, and an ecologist. The merge of these domain expertise
and specific research perspectives set the stage for an overall enhanced understanding of the un-
explored interrelationships. Through a participatory and iterative design process [203], we collec-
tively designed MusEcology, a web-based visual analysis platform, addressing the following main
objectives:

• Visual metaphors to symbolize the ecological and trade-related threat status for single
species and sets of them via glyphs.

• A linked views design tailored towards complex data sets with information on musical
instruments, natural materials of plant and animal species, their associated threat status,
and geographical distributions.

• A multi-layered geospatial design that allows investigating the distribution of terrestrial
and marine species considering political (countries) and ecological boundaries (biomes,
ecoregions, approximated species distribution).

• A species timeline particularly designed to demonstrate the development of ecological
threats and trade regulations of species.

• A target-user driven design approach to make the system as a whole accessible and com-
prehensible for users with a non-technical background.

We further present two use cases that exemplify the value of the MusEcology platform for users
of different domains. In addition, we report on informal feedback from domain experts, using
MusEcology, commenting on its inter- and transdisciplinary potential. Finally, we acknowledge
certain limitations and discuss future extensions of the platform.

4.2.2 Related Work

Our interdisciplinary approach results in a multi-modal set of used resources, data types, and at-
tributes. It calls for appropriate visual representations of individual dimensions and a sophisti-
cated interaction scheme among them to communicate the complex interrelations accordingly.
We bear on related works on visualizing hierarchical, temporal, and geospatial metadata and de-
ploy a coordinated views system to allow for a multifaceted exploration of our data set.
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Figure 4.1: MusEcology: Overview of the platform and its interconnected components. The stick of a string
instrument bow is selected in the Orchestra View (a). The plant species used to produce the stick
are depicted in the Material View (b). Their threat history is contextualized in the Timeline View
(c), and the Diversity Map shows their geospatial distribution (d). All the views are connected
through a consistent color and glyph design (Legend, Threat Donut, and Threat Icon) and
search and filter functionalities (e).

Hierarchical Views The taxonomy of the different species in biology is hierarchically orga-
nized and forms a tree-like structure. This taxonomy is mostly represented by a tree visualization
[184, 268]. The treemap is another possibility for the representation of hierarchies [208]. Thus far,
we are unaware of an existing implementation of a treemap used for matching materials to a bio-
logical taxonomic classification scheme. However, an approach exists that represents the species
hierarchy as a Voronoi treemap [176]. Also, musical instruments can be classified by a taxonomy.
This taxonomy can then be represented interactively as a tree [98]. We also adopt a 180 degree sun-
burst chart [476] that replicates an orchestra’s hierarchical arrangement of instruments. Related
visual depictions are provided for musical pieces performed by the London Symphony Orches-
tra [274] and for the progression of an orchestra’s sound [308].

Temporal Views The visualization of time-based data is subject to many applications. An
overview of different strategies for presenting time series data are discussed by Aigner, Miksch, Schu-
mann, and Tominski [4]. An everyday use of time series is the comparison of attributes over a period
of time. Different studies [132, 169, 206, 425] provide recommendations for the visualization de-
pending on the use case. Particular domain-specific usage scenarios of timelines that relate to our
focus on threatened species include the CITES Checklist [64, 468] or temporal relationships be-
tween musical instruments and musical pieces [252]. Although we lean on the existing design to
create some familiarity, we juxtapose diverse information for each species and enhance the visual
design with newly created glyphs and icons to combine the different data sets.
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Geospatial Views Andrienko and Andrienko [9] proposed a taxonomy for mechanisms to link
multiple displays of geospatial data. An essential aspect of their taxonomy is a “display coordina-
tion based on a subset selection”, e.g., multiple displays show information about a chosen subset
of the data. They are linked by highlighting, zooming, and filtering mechanisms so that an in-
teraction in one display is also reflected in the other displays. If certain areas in the map should
represent a particular value, e.g., the population density of a specific species, choropleth maps are
often used for the representation [96, 195, 309]. Suppose an artificial grid dividing individual ar-
eas hexagons can be used for tiling [298], since with hexagons the distance between two tiles can
be determined more easily than, for instance, with squares. Furthermore, global forest loss is vi-
sualized [440] or the habitats of selected species are presented geographically [148, 205, 417, 421].
In addition, Annanias, Zeckzer, Scheuermann, and Wiegreffe [11] have shown how human impacts
have reused land. Next to heat maps, Gixhari, Dias, Hodaj, Ismaili, and Vrapi [145] design various
glyph-based maps to communicate diverse aspects of fruit tree species distributions in Albania.
Reckziegel, Cheema, Scheuermann, and Janicke [355] discuss the usage of tag maps to display the
distribution of tree species that is limited when only using text and color by displaying the most
common species in an aggregated spatial area [372].

Multiple Coordinated Views Wang Baldonado, Woodruff, and Kuchinsky [445] proposed mul-
tiple coordinated views to reduce cognitive overhead compared to a more complex single visual-
ization. However, they also note that this approach can impact the training time to use this vi-
sualization. We try to reduce this by using visualizations used by the application domain (maps,
timelines) and combining them with visualizations we designed specifically for the use case (Ma-
terial View with veneers and Orchestra View) to lower the hurdles and create entry points into
the complex topic. Gleicher [146] and L’Yi, Jo, and Seo [257] have also evaluated which approaches
to specific use scenarios are recommended for multiple coordinated views. Based on their recom-
mendations, we use a chart-wise juxtaposition, where in the different views, various attributes of
the data are displayed for a comprehensive analysis, representing the same set of selected species.
This paradigm has also been used to visualize musicology data. For example, Khulusi, Kusnick,
Focht, and Jänicke [222] used a combination of timelines, maps, and sunburst representations to
connect information on musical instruments and their makers. Moreover, this paradigm is also
used to visualize biodiversity data [27, 204, 401]. Usually in combination with a map, for example,
timeline data and taxonomy of species are displayed in a linked fashion to support understanding
of the distribution of birds [119] or species in the European Red List [194].

To our knowledge, we are the first to combine and visually process data from the economic and
ecological fields with musicology. Only UNESCO Intangible Cultural Heritage partially addressed
this issue regarding intangible cultural heritages, including traditional musical instrument crafts
and their multidimensional threats. Ecological factors, such as species threat levels, have a signif-
icant impact, among others, on instrument making and need to be brought into context. For
their understanding, necessary visual representations of these interconnections of topics, as well
as meta-information on musical instruments in general, are missing [224].
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4.2.3 Background and Task Description

Several musical instrument making crafts and musical traditions have been declared Intangible
Cultural Heritage by the United Nations Educational, Scientific and Cultural Organization (UN-
ESCO) [345]. At the same time, many natural materials used for making musical instruments orig-
inate from animal and plant species [121] found in natural heritage sites, thus connecting cultural
and natural heritage across borders and great distances [269]. To determine and characterize such
cultural-ecological interconnections, all instrument parts derived from plants and animals need
to be identified at the species level (taxonomically verified) and linked to their natural distribu-
tion. A careful selection (type and quality) of these natural materials is essential as this is directly
linked to the quality of musical instruments, i.e., referring to critical acoustic, physical, and hap-
tic criteria. Material quality, in turn, is often directly related to geographic location and several
biophysical characteristics, such as temperature, precipitation, soil type, and habitat quality. A
classification of the origin of species according to such ecological criteria is possible by defining
ecological boundaries for areas, taking into account at least one of the boundary characteristics,
such as origin and conservation, spatial structure, function, or temporal dynamics [406]. Ecore-
gions define ecological boundaries according to a biogeographic classification system based on the
distribution of a range of animal and plant species across the planet and include representative
habitats and species communities within biomes [333]. Biomes describe the global large-scale dis-
tribution of ecosystems consisting of different ecoregions encompassing large regions with similar
vegetation and climatic conditions [429]. But also, the visual appearance can influence the value
of instruments and confers to the material’s uniqueness, rarity, or exoticism.

Since 1964, the “International Union for Conservation of Nature” (IUCN) has been listing
species in its Red List and categorizing their threat risk using standardized criteria [421]. The
‘Botanic Gardens Conservation International’s (BGCI) ThreatSearch’ collects similar assessments
and provides them on their website [41]. Species’ threats can be considered at and delimited to cer-
tain ecosystems, which are classified into biomes and ecoregions [333], as well as to socio-economic
and socio-political contexts.

Globalization has dramatically contributed to biological and cultural diversity loss, severely im-
pacting human societies [52]. The main causes of ecosystem loss and degradation are overexploita-
tion of natural resources and land-use change, significantly reducing intact ecosystems, thereby
threatening many species worldwide [130]. For an increasing number of species commercial uses,
selective exploitation and international trade pose direct threats to their survival; therefore, trade
of these species is regulated internationally [29, 51], by the Convention on International Trade in
Endangered Species of Wild Fauna and Flora (CITES). These trade restrictions are necessary but
also affect the availability of raw materials for instrument making.

The direct interconnection of cultural and biological diversity through material use for mu-
sical instrument making and its reciprocal influence on their common threat becomes apparent
in the context of musical instruments and profoundly visible through MusEcology. Emerging fu-
ture challenges for nature and culture are continuous forest loss, land-use changes, and the impact
of climate change on ecosystems. These processes together increase the pressure on species used
for musical instruments and, consequently, on the musical instrument making crafts and, subse-
quently, on music traditions.
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The visualization of this multidisciplinary, interwoven, complex topic shall support decision-
making processes by providing an overview of all described aspects, their interconnections, and
certain detailed information resulting in these domain-specific tasks:
T1: Show the importance of music traditions as intangible cultural heritage.
T2 - mapping: Establishing overview of the mapping of musical instrument parts (instruments
and their instrument groups) to the species used as natural materials.
T3 - distribution: Geographically locate the species distribution indicating the number of species
per region (species richness) in countries, ecoregions, and hexagons.
T4 - appearance: Conveying insight into the visual appearance of natural materials and their
biologic taxonomical hierarchy.
T5 - ecological threat: Using threat assessments (by IUCN and BGCI) to estimate the ecological
threat to each of the species.
T6 - ecosystem threat: Inform about threats to ecosystems and biodiversity to evaluate the stress
and regeneration potentials.
T7 - trade: Reference to trade regulations by CITES as an indicator of pressure on species, trade
restrictions for culture, but also as conservation measurement.
T8 - context: Providing temporal and geo-spatial context of regulations and threats and popula-
tion trends to evaluate historical and current status to support future decisions.

4.2.4 Methods

The development of MusEcology is based on an iterative, participatory design process that en-
compassed several stages of transdisciplinary elaboration in the form of a nested team model in-
volving six key domains (visible in Figure 4.2) and their related data sets (see Figure 4.3). The
Core Team designed and implemented the database, visualizations, and web application in form
of a design by immersion [159]. Thereby domain design aspects, supervision, and early feedback
were provided through continuous internal evaluation and feedback loops by the experts from
the Co-creation Team. We emphasize the balanced gender ratio in these two teams (Core Team,
Co-creation Team), whereby further details about the composition of the External Experts are
described in Subsubsection 4.2.6. The collaboration between Core Team, Co-creation Team,
and the External Experts followed a participatory visualization design process [203]. Part of this
design process was the continuous selection, combination, and new linkages of open-access do-
main-specific data repositories; this opened new venues to create and visualize unexplored inter-
related knowledge and discover new research fields. As a result, our data sets and functionalities
keep growing and developing throughout the design process by including expertise via new data
sets and project partners.

Data

To display the complex interconnections described, the incorporated data combines different repos-
itories and sources, which we describe below. For species used for materials to build musical in-
struments, we used data sources that consider their threat status in an ecological context and an
understanding of trade-related restrictions. Regarding both aspects, we focus on the species level
by considering political as well as ecological borders as described in the section on spatial informa-
tion. From a biological perspective, the risk of extinction is an important measure to be considered
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Figure 4.2: With the underlying nested team model, relevant domain experts were incorporated into the
participatory visual design process while maintaining the viability of the platform development.
Each color-coded slice stands for six key domains and their expert(s): instrument making (red),
musicology (purple), ecology/biology (green), geography (blue), material/wood sciences (yel-
low), and computer sciences (white). All domain experts contributed to the project with data
and knowledge from the respective teams.

for species used for musical instruments. From an economic perspective, an important measure
is the legal trade ability, availability, or scarcity of every natural material used for musical instru-
ments deriving from plant or animal species. Our whole design approach focused on the global
level with embedded local processes and foci.
The complete description of species in our data set is defined as:

s ∈ S =



g, genus
f, family
k, kingdom
P, set of instrument parts
ACITES , set of CITES assessments
AIUCN , set of IUCN assessments
ABGCI , set of BGCI assessments
H, set of hexagons
E, set of ecoregions
C, set of countries


(4.1)

Materials for Musical Instruments

We focused on the materials used for musical instruments of symphony orchestras representing
the classical music culture. We consulted 17 literature sources in wood and material sciences [10,
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29, 50, 56, 57, 58, 340, 364, 449, 450], instrument making and online supplier for parts of instru-
ments [104, 192, 307, 339], and possible materials used in the case of reference only mentioning a
genus or common name [42, 104, 436] to find out the type(s) of material(s) used for musical in-
strument parts and the corresponding taxa. We created two major hierarchically structured data
sets as the foundation.

The first is a nested hierarchy based on the following assumption that an orchestra O can be
divided into:
(1) multiple instrument groups IG, therefore, applies O = {ig ∈ IG}, where (2) an instrument
group consists of instruments I with shared characteristics ig = {i ∈ I}, and (3) an instrument
is built of instrument parts P , described as i = {p ∈ P}. Specifically, instrument groups of an
orchestra are ig ∈ {Strings,Keyboard, P lucked,Woodwinds, Percussion,Brasses}.
In addition to the typical orchestra instruments, we considered the guitar, bagpipe, cembalo, and
recorder family to include other popular musical instruments.

The second domain set relates to the natural materials used to manufacture musical instru-
ments. We created a database linking instrument parts of each musical instrument and the species
origin of materials used. So that the instrument parts are defined by several species s(P ) = P =
{s ∈ S}. Species are the lowest level of a biological taxonomic system that we are considering;
thus, it has a clear assignment to a genus s(g) = g ∈ G, family s(f) = f ∈ F , and kingdom
s(k) = k ∈ {Animalia, P lantae}. We can use the above-listed assumption recursively so that
the instrument group is also “consisting” of species IG = {I} = {P} = {S}.

In total, our database includes 5,965 assignments for six musical instrument groups, 39 musical
instruments, and 65 different main parts of musical instruments; they are assigned to 758 species
(60 animals and 698 plant species), 286 genera, and 113 families. We merged instrument families
and musical instruments made of the same components into a single group if the same materials
can be used for their construction, such as all string instruments, while, e.g., the string instrument
bow is listed separately as its own instrument, because it consists of different parts and materials
than string instruments.

Species Threats

Different assessments exist for animal and plant species that determine the risk of species extinc-
tion on a global scale. Independent of this, but taking this risk into account and depending on the
cause of the threat and political interests, decisions are made on necessary trade regulations and
the extent of restrictions to prevent their extinction.

The threat state, or the extinction risk of each species at a global level, is scientifically assessed
and then published. Our decision support system can be described by a tuple of necessary infor-
mation specifying the assessed category of threat state ac and the publication year ay ; for now, we
are only focusing on global assessments. So, the set of all historical and most current assessments
of a species s can be noted as s(A∗) = {(ac, ay)}. Whereby A∗ stands for a set of assessments
from one source ∈ {CITES, IUCN,BGCI}, which are described in the following sections.

Ecological Threats The IUCN Red List provides information on the range, population
size and trend, habitat and ecology, use or trade, threats, and conservation actions and indicates
the health of the world’s biodiversity [421]. However, other assessments of global scope evaluate
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species similarly and categorize their threat risk. The “BGCI ThreatSearch” collects these differ-
ent assessments for plant species, including those of the IUCN Red List [41]. For each species
used for musical instruments, we identified the respective species-specific threat status consider-
ing the listings of the database of the IUCN Red List and the listings in the BGCI ThreatSearch
as well as their changes in threat status at the global level over time, creating the sets s(AIUCN )
and s(ABGCI).

Although both repositories use their categories to describe the threat levels, they stay compara-
ble by the BGCI ThreatSearch mapping [41]. For example, “Possibly Threatened” (PT) is mapped
to both IUCN Red List categories “Near Threatened” (NT) and “Lower Risk/Conservation De-
pendent” (LR/cd). Thanks to this system, the various categories are also sort-able so that we can
decide on the strictest BGCI ThreatSearch assessment because there can be multiple listings in
one year strictest(s(ABGCI)) = argmax s(ABGCI).

To obtain one summarizing statement for the ecological threat of species, we group the assess-
ments of the IUCN Red List and BGCI ThreatSearch and decide according to the following pro-
cedure. The assessments by the IUCN Red List are the most widely used sources internationally
and are included in the BGCI ThreatSearch. We use the latest IUCN listing and the latest as-
sessment of ThreatSearch if the species is not listed in IUCN. Taking the example of Manilkara
longifolia at the global scope, in 1998, it was listed as “endangered” in the IUCN Red List; in 2011,
BGCI ThreatSearch shows its listing as “not threatened”, which would be the latest listing. But
as we prioritize the IUCN Red List listing, we depict the summed threat as “endangered”.

s(threat) =

{
latest

(
s(AIUCN )

)
, if |s(AIUCN )| > 0

strictest
(
latest

(
s(ABGCI)

))
, otherwise

(4.2)

Trade-related Restrictions At the global scale, regulation of trade between countries and
across continents of materials from endangered species is of utmost importance and the task of
CITES. The agreements on trade restrictions decided by CITES are legally established and imple-
mented by each member state; they are based on the findings that economic trade of the species
in question contributes significantly to its threat. Therefore, for the trade-related threat, we con-
sidered the species-specific listings in CITES by consulting the Species+ database [64] and their
changes over time s(ACITES). Whereby the latest CITES listing in history is the actual state of
trade regulations in our system:

s(trade) = latest
(
s(ACITES)

)
(4.3)

Materials’ Appearance

Visual criteria are essential for distinguishing materials and play an important role in selecting
materials for musical instruments. The material appearance of tree species is made accessible by
174 assigned photos of the extraordinary Mautz wood collection of the Thünen Institute Ham-
burg and 35 photos of animal and plant species derived from the personal photo collection of
Silke Lichtenberg. All photos are linked to the respective species in the database of materials of
musical instruments. For species without existing photos in the collections, we manually selected
similar-looking species’ material within the same genus as a proxy photo of the available images.
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Figure 4.3: An overview of the diverse data repositories linked to our six key domains: musical instrument
making (orange), ecology/biology (green), geography (blue), material/wood sciences (yellow),
musicology (purple), computer science (white) and merged to depict four different intercon-
nected views: Orchestra, Material, Threat Assessment Timeline, and Diversity Map. This visu-
alizes the transdisciplinary contributions of the mentioned domains and the complex interrela-
tions among the four views representing critical characteristics of a global orchestra ecosystem.
The strong connection of ecology and geography to the other domains is symbolized by the use
of Threat Icons and Threat Donuts within the visualization views. This tool can answer specific
questions of interest related to one or more domains. However, with the visualization of the
interlinked views, a novel learning environment can be generated, as well as innovative research
questions posed and research gaps discovered.

Spatial Information

We are interested in spatial information available in different data types to give insight into the
global diversity and distribution of species used for musical instruments. We received point dis-
tribution data sets for 360 tree species from the “Botanic Gardens Conservation International”
(BGCI) [42]. Additionally, we downloaded 28 available animal species distribution maps from
the International Union for Conservation of Nature and Natural Resources (IUCN) Red List
webpage [421]. To cluster and homogenize these distribution maps for all species, we binned the
point datasets of BGCI and intersected the polygon datasets of the IUCN Red List to an artificial
global hexagon raster, where each hexagon corresponds to approximately 1000 km² s(H) = {h}.
To create an ecological habitat understanding, we embedded the species distribution to terrestrial
ecoregions s(E) = {e} [96].

As international trade regulations are implemented at a country level, we used the countries
listed for each species in the BGCI TreeSearch [42] as well as the countries listed in the IUCN
Red List database to map species richness at the country level s(C) = {c}. We synchronized the
given country names with the country borders published by the United Nations (UN) [181].
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Figure 4.4: The top two rows show the species glyphs (Threat Donut and Threat Icon) and color legends
in default color mode, and the bottom two rows are in color-blind friendly mode. The traffic
light color-coding for the categories of the IUCN Red List, BGCI Threat Search species as-
sessments, and CITES listings is explained by the Color Legends. Threat Donut: The Threat
Donut is a central part of the legend and is depicted in the orchestra view and the diversity
maps. It always symbolizes the combined threat (trade-related or ecological) of all species in the
current selection for either. It depicts the most recent ecological or trade-related threat assess-
ments for selected species. The aggregating Threat Donuts show the overall threat distribution
considering the number of species in the selection (e.g., instrument group, instrument, coun-
try or taxonomic group, etc.), either related to trade-related restrictions/threats or ecological
threats (see purple framed legend labeling). The Threat Donut on top represents the ecolog-
ical threats of all 758 species, and the bottom encodes the trade-related threat/restrictions for
selected 45 species. Threat Icons: the Threat Icon (the two middle rows) is only depicted on
a species-specific level, not for a group of selected species, and always shows the trade-related
threat linked to CITES on the left and the ecological threat on the right.

4.2.5 Visual Design

In this section, we explain our visual design approach for the visualization of the collected and
combined interdisciplinary data repositories by starting with a description of how they were merged
and which domains are addressed in which part of the visualization, as well as a description of
which design decisions were taken and why. We continue describing the assumptions, aggrega-
tions, and interactions to the details of specific visualization elements.

The result of this process was MusEcology, a web application using JavaScript libraries such as
React [354] for the overall architecture, Leaflet for the map, and D3.js [40, 80] for other visualiza-
tion components, forming four interactive and interconnected views that offer an intuitive entry
point for users of different disciplines opening up insights into them, as schematically shown in
Figure 4.3.

System Design

The desire to include Interconnected Filtering throughout MusEcology as the core of our de-
sign originates from the goal of this application, intended to strengthen the complex system’s un-
derstanding, where all elements are connected and by changing one aspect in the system all other
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factors are directly or indirectly influenced. Each visualization view can be accessed and used to
explore and analyze various topics. They are linked by reoccurring visual elements as summariz-
ing glyphs: the Threat Icon of the pressure on single species (T5, T7) and the Threat Donut
encoding status overviews of sets of threatened species (T5, T7).

Interconnected Filtering All visualizations are based on a set of species, and they are gener-
ated through a faceted filter process defined by user interactions considering all four visualization
views and other user interface elements. Clicking an interactive element activates the faceted filter-
ing regarding the corresponding data dimension, and the rest of the interface updates accordingly
because the filter is applied in all views on the overall used resulting species subset. Thanks to the
described variety of data dimensions of one species s, we allow the intersected filtering by:
(1) biological taxonomy

(
s(name), s(g), s(f), s(k)

)
,

(2) use in the orchestra
(
s(P ), s(I), s(IG)

)
,

(3) geospatial distribution
(
s(C), s(E)

)
and

(4) threat level
(
s(AIUCN ), s(ABGCI), s(ACITES)

)
.

The application then filters the species set according to the selected attribute values where the
conjunction of all filter settings is used. The selections within the views are highlighted by outlines
in a purple color like shown in Figures 4.1, 4.5, and 4.6 because this color is not used in the rest of
our color pallet.

Threat Icon The design decision for a threat icon that appears in the different views originated
from the feedback of the domain experts pointing out the gain of information when including one
single threat icon that easily allows the classification of the threat situation (T5, T7). During the
process of trying to implement such an icon, we detected that it is not possible to transparently
combine trade-related restrictions and threats (CITES Trade regulations) and ecological threats
(IUCN Red List/BGCI ThreatSearch) in one icon without losing the original information of
the data repositories. Therefore, we developed the two-part tree and paw Threat Icons presented
in Figure 4.4. It combines trade-related threats (s(trade)) on the left half and ecological threats
(s(threat)) on the right half and symbolizes with its coloring the most recent threat levels. With-
out an assessment, we symbolize the missing knowledge by the gray color for “Data Deficient”.
A tool-tip explains this compound threat icon when users move the mouse cursor over a Threat
Icon in the Timeline or Material View.

The coloring for assessments in our visualizations is derived from the color pallet used by the
IUCN Red List for their assessment categories. Whereby we color-matched the categorizations
of the IUCN Red List and BGCI ThreatSearch according to BGCI ThreatSearch mapping, as
described in paragraph 4.2.4 and shown in Figure 4.4. The color coding for the CITES listings
follows an analog logic: the stricter the regulations, the more threatened the species must be by
trade, and the more significant the potential negative impact or threats to the traditional crafts-
manship of musical instrument making due to materials scarcity. As our traffic light colors for the
various threat levels are significantly based on the contrast of red, orange, yellow, and green, we en-
abled an optional color pallet through an interface switch for a more color-blind friendly mode.
Therefore, we tried to find suitable and matching colors by using the online tool ColorBrewer
[162].
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Figure 4.5: Outlines in purple highlight the selection of an instrument group within the Orchestra View.
Each instrument group is symbolized by a slice within the schematic orchestra and a musical
instrument icon to enable the visual entry point into the nested hierarchy of instruments and
their parts. The ecological or trade-related Threat Donut inside each orchestra slice refers to the
average threat status of the total number of species used for a particular instrument group.

Threat Donut By using the most recent states of the Threat Icons, we can derive a glyph
for a whole set of species ({sn}) as an aggregation in our interface. During our iterative process,
we discovered that a one-colored icon of hierarchically upper levels, such as instrument groups or
countries, would oversimplify the complexity and lead to unjustified generalizations regarding the
selected species’ threat status. To address this problem visually, we decided to use a donut chart
showing the distribution of different threat levels by colored ring segments and the number of
species (n = |sn|) depicted in the center of the screen to show an estimation of the whole current
selected set of species. For example, we can draw the ring segment for the occurrences of Appendix
I listings by CITES of all the species in our scope (n) by using its cardinality as measurement for the
size and the mapped color (in this case red) (|∪n

i=1{a ∈ si(trade)|si(trade)c = Appendix I}|).
We are using a switchable mode to either focus on trade-related threats (T7) or on ecological
threats (T5), allowing to change between two different appearances of each Threat Donut. We
pick up the Threat Donuts in our Orchestra View (see Figure 4.5) to depict the threat level dis-
tribution and the number of species used for single instrument groups (T2). We also convey the
threat information to geographical regions (T3, T8) in the Threat and Diversity map (see Fig-
ure 4.6).

Visualization Views

Since the combination of the complementary, equally important information and all intercon-
nections among them build the core of the MusEcology platform, we decided to divide the mon-
itor into four equal-sized visualization views, including: a schematic Orchestra View of natural
materials used for musical instruments in an orchestra, the Material View treemap displaying
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the taxonomy and visual appearance of them, the geospatial distribution in the Diversity and
Threat Map and temporal progression of species threats in the Timeline View.

Orchestra View For the world of musical instruments, the symphony orchestra is our scope,
thus we chose a schematic structure of a simplified classical orchestra with instrument groups or-
ganized around the conductor and its underlying hierarchy as described in Subsubsection 4.2.4.
We decided for a domain specific design although it creates substantial whitespace compared to
other selection methods. We want to lower the hurdles and enable experts of domains such as
instrument making or musicology to find recognizable symbolics as entry points into the system
and complex topic, and since the symphony orchestra symbolically represents the classical music
world (T1) it arouses curiosity from users of disciplines not connected to music. We present in-
strument groups by matching icons and symbolize the summary of used species within the groups
(T2) by their diversity of threat levels (T5, T7) in form of the switchable Threat Donuts (see Fig-
ure 4.5). Thereby the set of species within an instrument group is {si} = {P} ∈ {I} ∈ {IG}.
Clicking on individual instrument groups zooms in (also in the viewport), filters the dataset for
species used in this instrument group and reveals the underlying instrument list (see Figure 4.1a).
Within the list of instruments, it is also possible to focus on one single instrument by clicking,
and a selector for the underlying instrument parts appears. In contrast, neighboring instrument
groups remain visible in the zoom viewport. Suppose a schematic construction plan of an in-
strument is available in our database. In that case, users can visually select the instrument part
instead of the textual selection in the dropdown menu as shown for the string instrument bow in
Figure 4.1a.

Material View Including a view focusing on the natural materials used for musical instru-
ments and their visual appearance (T2) allows us to link them with ecosystems from which the
species stem. We make these central elements and their appearance (T4) directly visible while high-
lighting their taxonomic rank by showing their photos within a zoomable, rectangular treemap.
Similarly to the Orchestra View, this view contains all species in the actual selection. It follows in
its zoom levels the hierarchical taxonomic classification system as described in Subsubsection 4.2.4.
For example, the default and most coarse level of the Material View is created by the division of
species in their kingdoms, either animals or plants s(k) = k ∈ {Animalia, P lantae} in-
cluding corresponding family, genus and species sub-groups. The size of each group rectangle is
defined by the number of the species in it |s ∈ k|. We also use cardinality for sorting the groups, so
neighboring cells in the Material View are not phylogenetically closest to each other. Whereby we
prioritize the entries with lower amounts of species to the top left because, during our evaluation
rounds, we experienced that these sets of species were overlooked at the utmost right edge of the
screen. A preview of the underlying next zoom level is shown in one group rectangle. Thereby,
each sub-group is symbolized just by the photo of the predominant, the most common species,
to avoid visual clutter. A click on each group is zooming in and filtering the whole set of species
accordingly across the entire system. On top of the Material View, we indicate the actual selection
within the hierarchy by a table, stating kingdom, family, genus, and species (see Figure 4.6), which
are also used to move up in the hierarchy again by clicking. When single species are apparent, like
in the case of the genus or species group overview, the matching species Threat Icons (T5, T7)
are annotated in the bottom left corner of the rectangles (see Figure 4.6). But we decided against

104



4.2 Paper 4: Visual Analysis of Diversity and Threat Status of Natural Materials
for Musical Instruments

an overlay of threat pies within the Material View itself to keep the view free of further distrac-
tions. The proxy photos for species without an actual image are distinguished through a semi-
transparent gray overlay and the text “proxy” on top of it. For users who wish to directly access
the information of certain species, we also implemented a search bar for single species and genera,
which filters the species directly for names.

Diversity and Threat Map The species richness and threat map is a central part depicting
all interconnections in a spatial context to quickly locate the distributions of species – the origins
of materials used for musical instruments within different kinds of regions. Our map’s regions can
be countries, terrestrial ecoregions, or hexagons, depending on the selected semantic zoom level.
To show the richness and spatial distribution (T3) of the selected species, we map the number of
species in regions on an interactive and zoomable choropleth map. For example, the diversity in
a country c is given by the different species found there (|{s ∈ S|c ∈ s(C)}|), and can be sym-
bolized by the underlying blue intensity (heat map), the more intense the color, the more species
appear in that polygon. The regions are also connected to the trade-related restrictions (T7) and
the ecological threat status (T5) by overlaying Threat Donut charts (T8). The combined visual-
ization of species richness and threat level captures elements also determined for the earlier men-
tioned biodiversity hotspots (T6), although in our case, limited to species used for musical instru-
ments occurring per country, ecoregion, or hexagon. The placement of Threat Donuts within the
map corresponds to the country level, the location of the countries, capitals, and, in the cases of
ecoregions and hexagons at the geometrical center of the ecoregions. The clustering of the donut
charts is implemented by an extension “Leaflet.markercluster” [261] to avoid overlap by grouping
neighboring Threat Donuts and merging their existing species. Framing of the areas clustered in a
donut chart is revealed through a mouse hover using the purple highlight color for the bordering
lines. We decided on the Mollweide projection, being a good compromise between an equal-area
projection to adequately represent the Global South and to meet the aim of an appealing map
design, consistent with the findings of Leon, Lischka, and Breiter [\citeauthor {Leon.2008}]. De-
pending on the mode of the map, the users can search for countries, ecoregions, and their associ-
ated biomes by name. At the same time, they are supported by autocomplete recommendations
to facilitate a fast target-oriented use of MusEcology via the search bar.

An additional layer of the map does not follow all design decisions but complements the Or-
chestra View, focused on the musical instruments and their parts, by showing the distribution
of classical orchestras (with all their instruments) worldwide by their geolocation which opens
another perspective for the musicology domain (T1). This orchestra distribution layer in com-
bination with the species richness maps illustrates the understanding of a meta-coupled cultural-
ecological system. All orchestras are embedded in different local ecosystems through their loca-
tions around the world and are interconnected through the materials used for their instruments
(T2), which are sourced from various species from diverse ecosystems around the globe. Here, the
donut charts are filled by the purple highlight color, and the diversity heat map in the background
encodes the number of orchestras per country in blue shades (Figure 4.7).

The second additional map layer is the “Ecoregion Protection Potential” showing a future per-
spective on the potential of each ecoregion for reaching half of its area being or becoming a pro-
tected area (T6), which is based on the results of Dinerstein et al. [96]. Increasing the size and num-
ber of protected areas is considered an essential strategy to preserve biodiversity, counteract the
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mass extinction of species, and contribute to climate change mitigation. We are reusing the poly-
gon layer of ecoregions to unveil their potential to be protected by color coding corresponding to
our color map of threat levels (see Figure 4.7).

Timeline View The investigation of historical and present threat assessments originates from
a complex system’s understanding; it assumes that to determine the current situation, it is nec-
essary to consider past developments and changes to estimate future effects (T8). To communi-
cate these changes in threat status over time, we developed a Timeline View, listing every species’
(si ∈ {s1, ..., sn}) threat development in a single row. Whereby we introduce the row of si by
a thumbnail image of the material to convey a first impression of the visual appearance (T4). In
the following, the history of all available listings of the species is divided into sub-rows (T5, T7)
regarding their source (a ∈ s(A∗) = {s(ACITES) ∪ s(AIUCN ) ∪ s(ABGCI)}). Due to the
diversity of their processes and assertions, we decided against aggregating the assessment through-
out the three repositories at this place and chose a juxtaposition. Since the assessments are done
at a certain point in time, they can explicitly reflect the actual status only in the assessment year
(ay). The uncertainty about the subsequent dynamics is why the individual assessments are sym-
bolized by triangular glyphs pointing to the right, located in the timeline according to the year of
the publication. Until a new assessment is made, the threat status is depicted by a line showing
that the last historical assessment remains the reference for the species. However, its accuracy was
only assured in the year of publication.

We use tool-tips in the timeline revealing the details by hovering over the single assessments
arrow glyphs or the population trend at the end of the IUCN Red List’s sub-row. This population
trend is assessed by the IUCN Red List [420] and is used by us for reasons of accuracy and to
counteract false interpretations of the previous assessments (T8). We use the same traffic light
color coding for the four possible states: increasing, decreasing, stable, and unknown.

Through the time-slider above, the upper border of the actual species threat status reflection
can be set, so that the assessments are filterable by this upper border of the time frame to display the
latest states in a decent historical point in time. For example, with the year filter set, the following
applies to CITES: The trade (left) part of the Threat Icon, according to the last CITES listing
before a given year i is described by

s(tradey=i) = latest
(
{a ∈ s(ACITES)|ay < i}

)
. (4.4)

We decided on a one-sided slider, just filtering at the upper border of the time frame because
the last assessment in history is determining the actual status, which is also indicated by latest
in our formulas. The assessments after the selected year are still visible but grayed out, and the
species icon is adjusting accordingly to the last assessed states within the time frame. By moving
the slider, the user can also inspect the historical development of threat states in other visualiza-
tions, where aggregations such as the recurring species Threat Icons in the Material View are also
updated according to the selected time frame.
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Figure 4.6: Left: Detailed view of the wood appearance of Paubrasilia echinata with the table indicating
the selected kingdom, family, genus, and species. Left: map with Paubrasilia echinata’s hexagon
distribution along the coast of Brazil. The tree Threat Icon entirely in orange indicates the trade-
related threat (left half) - a listing in CITES Appendix II - and the ecological threat (right half)
- being a species categorized as endangered. The orange Threat Donuts in the map indicate
with the number 1 that only one species is selected and depicted in the hexagons - (Paubrasilia
echinata) - which is endangered and listed in CITES Appendix II, depending on the chosen
mode (trade-related threat or ecological threat).

4.2.6 Discussion

Designing a platform for transdisciplinary user groups of very distinct backgrounds implies the
challenge of combining this different information that only scratches the surface and possibilities
to dive deeper into the topic while remaining understandable and approachable for non-experts.
For today’s complex problems, however, a holistic understanding of interrelationships, including
aspects not usually considered, is becoming increasingly important. Therefore, transdisciplinary
projects involving domains that rarely cooperate hold high potential to identify comprehensive
entry points for addressing these complex problems, as the following use case by instrument mak-
ers tries to emphasize and an additional second use case (see Subsection 4.2.8) on the variety of
Malagasy Ebony by geographers underscoring the potential of MusEcology.

Use Case: Pau-brasil Bow Stick

For experts in musical instrument making and musicology, the initial focus and interest is on the
orchestra and the search for details of groups of instruments - in this case, string instruments.
As depicted in Figure 4.1, the separated listing of a string instrument bow as an own instrument
and the relatively high number (210) of potential species used for making them, as well as the
high ratio of trade-regulated species, is eye-catching and triggers the user to explore the details for
string instrument bows further. Through the former selection, the Material View updates, and
the user realizes that 170 materials are of plant origin and 40 are of animal origin. Hovering over
the assessments of the listings in the timeline, one notes that the trade in whalebone, which was
once used for the thumb leather to protect the handle of a bow, has been strictly regulated or even
banned for all baleen whales since the late 1970s.
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Figure 4.7: Left: Detailed view of the potentials for protecting half of the ecoregions with occurrences of
Paubrasilia echinata showing in the tool-tip the category “could reach half” (yellow) for the
ecoregion “Serra do Mar coastal forests” and its potential for protecting half. Right: World-
wide distribution of symphony orchestras, shown by color-coded occurrences within country
borders and purple “Threat” Donuts.

Scenario N
Musical Instrument of Interest: Explore the ‘Orchestra View’ with its different instrument
groups and the underlying musical instruments to find your musical instrument of interest
and discover the musical instrument parts it consists of (T2). Observe the distribution of the
used materials in the Diversity and Threat Map (T3) and their variety of appearances in the
material view (T4). Switch between trade-related threat (T5), and ecological threat (T7) to
observe the differences. Scan the timeline to find out about the history of these listings (T8).
What is your impression regarding the current threat to your musical instrument (T1)?

16

Region of Interest: Explore the region you are most interested in and perceive the changes
occurring in the other views when selecting (T3). Consider the different available scales
(countries, ecoregions and hexagons as well as the protection potential (T6)) to find out more
about the species richness and division of the threats. Switch between trade-related threat
(T5) and ecological threat (T7) to observe the differences. What musical instrument groups
require most species from the region of your interest (T2)? Which species are most threat-
ened (Timeline View) (T8)?

12

Material of Interest: Explore the material view and focus on a visual appearance you are
interested in (T4). Perceive the material clusters and discover the zoom levels offered down
to the species level. Observe how the other views change according to your selections (T2).
As a guide you can use what catches most of your attention or what taxonomic group you
are most interested in. Find out about the geographical distribution of your selected material
in the Map View (T3). How ecologically threatened or threatened by trade was the material
over time (T5,T7,T8)? For which instruments is your material of interest used for (Orchestra
View) (T2)?

8

Table 4.1: Visualizing this multidisciplinary, interwoven, complex topic shall support decision-making pro-
cesses by providing an overview of all described aspects, their interconnections, and specific de-
tailed information resulting in these domain-specific tasks. According to the questionnaire 81%
of the participants felt satisfied (S5 rating≥5) with the support by MusEcology in order to achieve
the goals of their chosen scenario(s).

108



4.2 Paper 4: Visual Analysis of Diversity and Threat Status of Natural Materials
for Musical Instruments

When switching over to the plant species of the Material View, the overview of ecological threats
of species strengthens the impression that many materials face ecological difficulties and that the
trade of these materials is possibly contributing to that situation. When selecting the stick as the
essential component of a string instrument bow, it becomes apparent that most of these species
come from Brazil, and not many come from other tropical regions/countries; only four Euro-
pean species are potentially used (see Figure 4.1). This triggers the user’s interest to explore only
potential Brazilian species on the map. The photographs in the Material View allow the user to
recognize that wood appearance differs slightly between the used materials; this aspect by itself is
interesting since the optical appearance of an instrument plays a vital role in its acceptance by mu-
sical instrument makers and musicians. Two species exhibit a decreasing population trend, and in
1998 - when monitoring population trends did not seem common yet, three species were listed as
endangered. This suggests to expert users of the biology/ecology domain to consider the ecosys-
tem’s conservation state to place the information of the species in the overall context. However,
scrolling down the species listed in the timeline, the users notice that only one species, Paubrasilia
echinata, is listed in CITES and faces trade restrictions. With expert domain knowledge of musi-
cal instrument making or musicology, it turns out that Paubrasilia echinata, commonly known
as pau-brasil, is the raw material high-quality string instrument bow sticks are primarily made
of. This species is listed as endangered and since 2007 in CITES Appendix II. Zooming to that
species and switching to the hexagon scale of the map, the user can get an impression of the range
map with its occurrence mainly at the coast of Brazil in Figure 4.6, where the Material View also
gives an impression of the wood appearance of Paubrasilia echinata. When reviewing the related
ecoregions, experts from ecology and geography can confirm that the species only occurs in the
Mata Atlântica, one of the 25 biodiversity hotspots worldwide. But non-domain experts can also
get an idea of the ecoregions threat. Through the “Ecoregion Protection Potential” map layer, it
can directly be identified that all ecoregions of pau-brasil occurrence are either in the category of
“imperiled” or “could recover” indicating for the most significant part of the distribution area the
severe situation of the species (see Figure 4.7).

Evaluation

Developing the different elements of MusEcology was a continuous process in the core team. At
the same time, its applicability was regularly tested and evaluated by sharing key development steps
with the Co-creation Team. We included a two-step approach for further improvements through
external experts to expand this internal evaluation process. First, we shared the tool with three
musical instrument makers and the Co-creation Team, who tested an intermediate pilot version,
which entailed a further iteration to improve the platform. Considering the most urgent issues
raised, we implemented fullscreen buttons to enlarge only one of the four main views to identify
certain details; we recorded a video tutorial to introduce the concept and principal components
of MusEcology, realigned and improved the switch between trade-related and ecological threats,
and enabled the search for biomes and ecoregions. Already there, the experts highlighted the un-
conventional combination of information and innovative insights on interconnections, which for
the first time clearly showed that the high number of plant and animal species used for musical
instruments are distributed around the globe. For them, it became clear that this complementary
cross-disciplinary information allows for a profound understanding of the complexity of the big
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picture and assists decision-makers at the local, national, and international levels. Great poten-
tial in the use of MusEcology was seen within instrument making schools, especially for young
instrument makers who still need to build their wood stock - this would also imply knowledge
dissemination and awareness building on that topic.

Questionnaires To evaluate and further improve MusEcology we set up an informal ques-
tionnaire study with 22 participating experts. The two videos of the supplemental material were
shared as tutorial videos as an introduction to the tool and its functionalities. Next to basic ques-
tions (B1-B4) such as age, gender, background/profession, and level of expertise in additional do-
mains, the questionnaires included five preference score questions (S1-S5) based on a 7-point Lik-
ert scale (ranging from strongly disagree (1) to strongly agree (7)) and three open questions (Q1-
Q3). The test duration by the participants was, on average, 40 minutes. As guidance to explore
the tool, we offered three scenarios, designed as different entrances and with the underlying do-
main-specific tasks (T1-T8) in mind (see Table 4.1). The participants came from the following
domain backgrounds (B1): biology (8), instrument making (7), musicology (4), and ecology (3),
whereby some participants stated strong additional knowledge (B2) in wood sciences, geography
and the other already mentioned domains. 41% of the participants assigned themselves to female
and 59% to male gender, whereby no one made use of the given further options (B3). 73% of the
participants were between 20 and 39, 18% older than 60 years, and 9% between 40 and 59 years
old (B4).

Usability and Support for Decision-Making The survey inquired quantitatively and
qualitatively about the usability of MusEcology. 86.4% stated they learned something new (S1
rating of ≥ 4). The open question allowed us to identify the learnings (Q1) of the participants
(% of participants that mentioned this learning), which can be categorized into seven aspects that
form part of our tasks and confirm their successful completion, aligned by the twelve most liked
features (Q2, see Figure 4.8). Additionally to their new learnings, 95.5% of the participants rated
that the visualizations helped to understand the complexity of the underlying problem (S2) with
a score ≥ 5.
Regarding possible improvements (Q3), three domain-specific desires were mentioned: Biologists
in both evaluation steps pointed out that visualizing genuine/non-genuine changes in the time-
line and considering multi-appendix and population listings in CITES would avoid misinterpre-
tations. Wood science experts and enthusiasts desired access to macroscopic images, especially
of the wood species. Musical instrument makers and musicologists needed to include common
names for species and more explanations when hovering over acronyms, symbols, and icons. They
desired additional mapping of further musical instruments and sustainable material proposals. In
general, photographs or drawings of the plants and animals were mentioned to improve accessi-
bility and support a better understanding, even for non-domain experts.

An important feedback from the participants was that 72.7% agreed or strongly agreed (≥ 5)
that MusEcology supports decision-making processes towards more sustainable musical instru-
ments and species conservation (S3). Although 31.81% wished for better performance on their
devices (5 of them reported interface issues) and the intuitiveness (S4) of the system was evaluated
with an average of 4.7 points. Overall, MusEcology fulfills the intention to unveil a perspective for
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Figure 4.8: Clustered overview of learnings thanks to using MusEcology by questionnaire participants in
blue on the left side. On the right side, explicit mentions highlight the clustered and most-liked
features in orange.

sustainability in musical instrument making, simultaneously serving for awareness building and
enriching different research fields.

Limitations and Future Work

Some limitations exist in data availability, such that we only had access to 388 distribution maps
of 758 species used for musical instruments. Similarly, the selection of photos of the individual
materials thus far is still limited to 209 of the different species. Another major limitation is data in-
accuracy of information assigning instrument parts to specific materials. The designation in craft
and trade is mainly based only on common names; therefore, possibly fewer species than presented
here will be used in musical instrument making. This is especially the case for the species of the
genera Diospyros (ebony) and Dalbergia (palisander/rosewood). Many potentially used ebony and
rosewood species, as well as their visual similarity, in particular, regarding the ebony species, is also
part of the reason for many missing photographs of these wood species. As already mentioned in
the evaluation of the platform, possible misleading interpretations of data also represent a limita-
tion. For example, the threat listings in the timeline do not indicate whether a change in the listing
category was genuine or non-genuine. Thus, a change in the threat category does not necessar-
ily imply a trend. Threat causes are another piece of information that users might speculate on,
though not indicated in the platform. As part of a user-friendly design for casual users, we plan to
include summed-up information per instrument as “cards”, allowing them to quickly grasp the
most important findings by small multiples. In addition we have already used our visual design
as part of an interactive visualization-based storytelling to reveal and disseminate the intangible
cultural interlinkages [253], with more examples to follow in the future. Remarkable future de-
velopments would be the extension of ecological contextualization by including aspects of species
threat at the level of ecosystems, e.g., occurrences of species in biodiversity hotspots. Projections
regarding the potential effects of climate change, forest losses, and land-use changes in different
ecoregions would enable the expert to give rough interpretations of future pressures on species
used for musical instruments. Including physical and acoustical material characteristics would al-
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low guidance regarding alternative materials. In sum, this would enable a more comprehensive
consideration of long-term aspects relevant to the sustainability of musical instrument making.

So far, our focus on musical instruments of the world is limited to classical musical instruments
visually clustered in a symphony orchestra as a symbol for classical music. However, we intend
to extend our approach that links musical instruments with the materials these are made of to
other music cultures. Examples in literature for those relations are traditional pan flutes found in
the Andes of Bolivia analyzed by Hachmeyer [158], as well as the traditional musical instruments
located in the Brazilian Pantanal - the viola de cocho, ganzá, mocho and tamboril - as focused on
by Kölble [239]. A database approach mainly focused on non-classical musical instruments and
materials was chosen by Brémaud, Thibaut, and Minato [51], although it did not link the materials
to the ecosystems they originate from.

This design study contributes by opening a novel perspective on thematic approaches that
would highly profit if picked up for future visualizations. For cultural traditions and arts, the
reveal of the origin of used materials could be transferred to different contexts, e.g., natural ma-
terials for theater scenes or color pigments for fine art. Potentials for visualizations again are the
invisible aspects of supply chains, such as “virtual resource consumption”, e.g., the water used
to produce jeans. Including fossil resources would also open a completely different need, e.g., for
plastics or metals, visualizations regarding the various alloys and linking them as all fossil resources
to global raw material deposits. Accordingly, environmental destruction, pollution, and their ef-
fects on society open further creativity fields for visualization design. Another contribution is the
transferability to develop new thematic and representative schematic visualizations. Effective and
understandable visualization elements can be created by involving multidisciplinary perspectives,
such as the hierarchically structured Orchestra or Material View, enhancing statistical evaluations
by domain-specific icons or multi-media elements.

4.2.7 Conclusion

Interconnected “global orchestra ecosystems” are threatened by various social and natural chal-
lenges such as climate change, biodiversity, and habitat loss and require sustainable future path-
ways originating from distinct domains. By bringing together domain experts from ecology, bi-
ology, geography, musicology, instrument making, and computer science, we developed MusEc-
ology as a platform to support sustainable environmental decisions. We combined various aspects
relevant to the sustainability of orchestras with the materials used for musical instruments from
the meta-level via the macro level to the micro level regarding species richness, trade-related and
ecological threat in time and space, and the hierarchical taxonomic differentiation related to the
material appearance. With this combination, MusEcology is the first visualization platform of a
complex global cultural-ecological system that links academic with traditional knowledge systems
considering space and time. The four interactive, multi-level views invite the user to immerse in
the details of the materials used for the musical instruments of a symphony orchestra. Pursuing
from these details, this platform does not provide specific solutions for more sustainable musical
instruments and orchestras; moreover, it shows that an orchestra ecosystem might require a mul-
tifaceted solution pathway. Existing approaches, for example, regarding material diversification
and alternative materials based on physical and acoustic characteristics, need to include essential
aspects for sustainability in a holistic understanding. Instead, such approaches need to consider
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the shown interrelations and consequences from perspectives of different domains to satisfy the
complex requirements. Cultural-ecological sustainability could consider approaches such as sus-
tainable harvest, socially fair trade - documented transparently along the entire supply chain - or
solution approaches that might affect or contribute to the loss of cultural traditional knowledge
(e.g., new non-natural/artificial materials or modified materials). To identify protection priorities
from an orchestra ecosystem’s perspective, biodiversity hotspots offer a starting point for further
interdisciplinary research to direct conservation activities to preserve the ecosystems an orchestra
depends on. We plan to further enhance this platform of a global cultural-ecological system of a
symphony orchestra in the manner described above as a base for more sustainability of musical in-
struments to raise awareness of and contribute to a balanced and harmonious interplay of nature
and culture.

Acknowledgments

We wish to thank Prof. Gerald Koch and Dr. Volker Haag of the Thünen-Institut Hamburg
for providing photographs of the extraordinary Mautz-Collections. We would also like to thank
Emily Beech and Dr. Malin Rivers from Botanic Gardens Conservation International (BGCI)
for sharing their expertise and their ongoing assistance regarding tree assessment data and repre-
sentation of it. This work was supported in part by a grant from the Heinrich-Böll-Stiftung.

113



4 Sustainability of Materials used for Musical Instruments

4.2.8 Appendix: Use Case – The Variety of Malagasy Ebony

Figure 4.9: Ecoregions of Madagascar showing that lower species richness for musical instruments (light
blue) can be found in the dry southwest than in the northern ecoregions of Madagascar (darker
blue), with 103 and 77 (numbers indicated in the threat donuts) species potentially used for
making musical instruments. The legend shows that the blue tones in each ecoregion represent
the number of species per ecoregion. A lighter blue represents fewer species per ecoregion than
darker blue.

A first glance at the overview of the world diversity map shows that Madagascar stands out in
the species richness that may be used for musical instruments. The Threat Donuts belonging to
Madagascar show that a strikingly high percentage of species are threatened or trade-restricted.
That leads the user to take a closer look at Madagascar; clicking and zooming to the country au-
tomatically selects the species only occurring in Madagascar. The high number of plant species
presented in the Material View triggers interest in selecting them for a closer look. At the first
zoom level, the Material View shows that most species from Madagascar belong to only two fami-
lies Fabaceae and Ebenaceae. When navigating the two families individually in the Material View,
the dominant genera Dalbergia and Diospyros pop up. In respect to the wood appearances in the
Material View, domain experts from the wood sciences know that the Latin genus Dalbergia is
commonly named palisander or rosewood and in the case of Diospyros as ebony. Acknowledging
the extraordinarily high species richness of Diospyros and Dalbergia in Madagascar and shifting
the focus to the orchestra view allows us to recognize that both genera may be used for instru-
ments of all instrument groups of an orchestra, apart from the brasses. Specifically, there are 46
palisander or rosewood species, and 45 are endemic to Madagascar, which means they only oc-
cur there. Besides, there appear 91 ebony species, of which 89 are endemic to Madagascar. In a
close reading through the timeline, it becomes evident for the user that in 2017 (see Figure 4.10),
a decision for trade regulations must have been made that encompassed the whole genus of both
Dalbergia and Diospyros and many species threat assessments by the IUCN Red List had been
conducted between 2019 and 2021. Additionally, ecology or geography domain experts may com-
plement that Madagascar is one of the 25 global biodiversity hotspots having an extraordinarily
high number of endemic species occurring only on that island; this adds weight to the number
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of threatened species that are used for musical instruments (see Figure 4.9). The differentiation
in ecoregions shows that most species occur in forest landscapes and less in the dryer south of the
island. In the hexagon perspective, considering the distribution of the species, it becomes evident
that less species richness for musical instruments occurs in the southwest of Madagascar, while
the highest species richness is found in the northeast.

Figure 4.10: The timeslider assists the user in identifying that, for instance, in 2017, Diospyros was listed in
CITES for trade regulations which affected the entire genus since the summarizing threat icon
refers to the latest assessments in the focused time frame 1998 – 2018.

115



4 Sustainability of Materials used for Musical Instruments

4.3 Paper 5: Visualization-based Scrollytelling of Coupled
Threats for Biodiversity, Species and Music Cultures

Jakob Kusnick1, Silke Lichtenberg2,3 and Stefan Jänicke1
1 University of Southern Denmark, Odense, Denmark

2 TH-Köln - University of Applied Sciences, Köln, Germany
3 University of Passau, Passau, Germany

Abstract: Biodiversity loss, land use change and international trade are the main causes for an in-
creasing number of endangered species. As a consequence resource scarcity due to endangered species
also threatens cultural heritage. To depict such coupled threats and their interconnections for the spe-
cific case of musical instruments of a symphony orchestra, the MusEcology project developed a plat-
form to analyze dependencies between musical instrument manufacturing for symphony orchestras,
and threat assessments to plant and animal species used as resources. Non-experts are rarely aware of
this intertwined threat. Therefore, low-threshold information distribution is urgently needed. We
extended the MusEcology platform with scrollytelling functionalities helping domain experts draft-
ing stories that use the visualizations of different dimensions throughout various zoom levels. We out-
line the utility of our approach with a particular scrollytelling example of the threatened pau-brasil
wood (Paubrasilia echinata (Lam.) Gagnon, H.C.Lima & G.P.Lewis), endemic to the Brazilian
Mata Atlântica, ever since 1800 used for sticks of high-quality string instrument bows. The story
of the natural material from forests to instrument-making workshops, musicians and audiences is
told through informative texts, interviews, sound recordings, photographs, and schematic drawings.
By bringing together expertise from different fields, this story highlights the interconnected depen-
dencies between ecosystems, culture, and music. The interactive storytelling experiences are aimed at
casual users and policy makers to raise awareness of the underlying complexity of biodiversity and
instrument making, to support related and induce necessary decision making processes, and to unfold
possible pathways towards a more harmonic and sustainable music ecosystem.

4.3.1 Introduction

Biodiversity loss is one of the biggest threats to our natural world. According to the Red List
of endangered species of the International Union for Conservation of Nature (IUCN), world-
wide more than 42,100 species are threatened with extinction, which corresponds to 28% of all
assessed species [419]. Threatened species worldwide form part of many different ecosystems and
ecoregions also increasingly threatened by degradation and/or land use change. Many threatened
species are important for cultural traditions and cultural objects, and provide important cultural
and provisioning ecosystem services. Alone for the construction of orchestral musical instruments
potentially 761 species may be used, according to the IUCN Red List about one third of them are
threatened by extinction ([254] in submission). A symphony orchestra is composed of groups of
musical instruments, each consisting of different instrument components made from various ma-
terials, similar to an ecosystem composed of its different organisms—an orchestra ecosystem.
The interconnection of species used for cultural objects to the objects themselves is rarely analyzed
simultaneously as contextualized by Lichtenberg et al. [269] in a theoretical framework of cultural-
ecological systems. Kusnick et al. ( [254] in submission) developed MusEcology that provides in-

116



4.3 Paper 5: Visualization-based Scrollytelling of Coupled Threats for Biodiversity,
Species and Music Cultures

terconnected contextual-environmental information about species distribution, species threats
and their trade regulations on country, biome, ecoregion and range map level to a symphony or-
chestra with its musical instruments in a visual analytics system designed for domain experts. The
fragile cultural-ecological relation is threatened by trade and the complex global problems which
is indicated by the fact that many species are already listed as threatened and trade-regulated. The
preservation of the culture and endangered species should therefore be a declared goal and re-
quires the cooperation of various experts in order to illuminate the complex connections from
different directions. However, the continuously worsening situation regarding biodiversity and
species loss calls for raising awareness that culture depends on nature with its intact ecosystems.
To reach the above mentioned aim, we extended MusEcology by storytelling—considered as “the
soul of science communication” [211]—to make complex information about threats to biodiver-
sity, species and culture intuitively accessible and comprehensible to a non-expert audience. The
leading example throughout the paper will be the bow of string instruments, an ideal case to de-
scribe these interconnections, because many materials of the different bow parts originate from
endangered species. The most important part of a bow is the bow stick and best suited as an ex-
ample for a storytelling feature with the aim for an increased accessibility of our collected data
and knowledge from MusEcology for target groups like instrument makers, musicians and inter-
ested public. The sticks of high-quality string instrument bows are exclusively made of pau-brasil
(Paubrasilia echinata), Brazilians national tree, that is endangered and endemic to the Atlantic
Forest, its wood has a unique set of characteristics relevant for string instrument bows [269].
Ultimately, our approach aims to give a better understanding of the complexity and huge geo-
graphical distances between the telecoupled systems by zooming and panning throughout a geospa-
tial map central to the scrollytelling experience. We evaluated the utility of our approach in an
informal user study, and gained confidence that it can play an important role to enhance deci-
sion making processes and to encourage initiatives for biodiversity conservation linked to species-
specific preservation and restoration to preserve culture.

Figure 4.11: Overview of the diverse data repositories linked to our six key domains: ecology/biology
(green), geography (blue), musical instrument making (orange), musicology (purple), mate-
rial/wood sciences (yellow), computer science (gray) and their merged processing towards the
four different interconnected views: Orchestra, Material, Threat Assessment Timeline, and
Diversity Map of MusEcology and the enhancement by the stories’ paragraphs which incorpo-
rate the visualizations, and content chunks.
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4.3.2 Background

The scrollytelling draws on the MusEcology platform ([254] in submission). It allows an interactive
exploration on different levels in regard to the diversity, distribution and threat of species poten-
tially used for musical instruments of a symphony orchestra. The storytelling feature accesses data
sources of MusEcology, such as the map of orchestras worldwide, the distribution maps of species
used for musical instruments of an orchestra, the databases of the IUCN Red List, Speciesplus of
the Convention on International Trade in Endangered Species of Wild Fauna and Flora (CITES)
[74] and the Botanical Gardens Conservation International (BGCI) GlobalTreeSearch [42] and
ThreatSearch [41].

The story of string instrument bows picks one example of a musical instrument part of utmost
importance, the bow stick, that depends on a highly threatened species, pau-brasil (Paubrasilia
echinata), to combine the interactive information provided by the platform with selected scientific
findings on pau-brasil to contextualize the controversial situation of natural and cultural threats.
The variety of research findings about pau-brasil cover a wide range of aspects regarding this
species that is relevant for the Brazilian local culture and for the classical music culture, more
precisely for the sticks of string instrument bows and for the species itself. Few of these scien-
tific findings are accessible and communicated in a way that allows comprehensive understand-
ing for non-scientific, interested, and/or affected actors (e.g., bow makers, musicians, Brazilian
population, violin makers, etc.). By bringing expertise of researchers with different disciplinary
backgrounds (geographer and computer scientists) together with domain perspectives of violin
makers this story gives insight into the tense situation of pau-brasil, following the way of the nat-
ural material from orchestras, via forests and instrument making workshops, back to the audi-
ence of concerts, highlighting the interconnected dependencies and interferences. Traditionally
these information are gained by field trips, interviews and literature reviews and communicated
for example by static maps or timelines. The bundled expertise of the team that developed the
MusEcology platform draws on computational power to mass process, fuse data, and visualize the
combined dimensions throughout various zoom levels or via juxtaposition resulting in an interac-
tive data-driven storytelling, raising the awareness of the inter-connection and showing possible
pathways towards a more harmonic orchestra ecosystem. We visualize different levels of detail
in the map, where the distribution and diversity of species is shown in levels of countries, ecore-
gions and within an artificial hexagon grid. The ecological and trade-related threat assessments to
the species are supplemented via summarizing icons and donut charts, whereby the histories of
them are made clear by timelines. To convey the story, we move along these detailed levels through
space and time to contextualize information with historical developments and their consequences
regarding the story of the string instrument bow via scrollytelling. However, the narrative is told
through informative texts and translated interviews with Brazilians and experts, accompanied by
their original sound recordings, photographs and schematic drawings highlighting technical de-
tails and the interconnection of the manifold details from various domain perspectives.

4.3.3 Related Work

Geospatial Views. To represent particular values, such as the population density of a certain
species, in specific areas Choropleth maps are commonly used [96, 195, 309]. The use of hexagonal
tiling is preferred when an artificial grid is utilized to divide individual areas [298]. Also visualiza-
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tions for global forest loss [440] or the habitats of selected species can be presented geographically
through the use of geospatial heat maps [148, 205, 417, 421]. Glyph-based maps can be designed to
communicate various aspects of fruit tree species distributions, as demonstrated in Albania [145].
Additionally, the distribution of tree species in a limited spatial area can be displayed effectively
using tag maps, which show the most common species in an aggregated spatial area [355, 372].
Temporal Views. Time-based visual depictions of species tell stories like the life cycle of the
Japanese beetle [428] or overviews of the evolution of dinosaur species [174] and a timeline-metaphor
is telling stories of musical instruments and their matched musical compositions [252].
Visualization-based Storytelling. Since centuries stories are told to communicate information
in an understandable and memorable way, and are just as long depicted by for example rock wall
paintings [38]. Through the ongoing digitization and visualization nowadays the topic remains of
high interest and creates value in a broad variety of economy branches and research fields. Story-
telling is considered as “soul of science communication” [211], increasing comprehensibility and
involvement of recipients, especially by interactions [281]. Sequences of changing circumstances
of characters throughout the story thread create in their unique combination a comprehensive
storyline [281, 427]. These episodes are often told with the support of temporal and geospatial
views. General discourses and surveys on visual storytelling [242, 296, 405, 427] analyze and cat-
egorize visualization techniques for scientific stories or journalistic data stories [391]. Kusnick et
al. report on narrative visualization techniques for person and object data on cultural heritage
[247] and focus on “visualization-based” storytelling. They review music culture-related stories
on teacher-student and album-instrument relations within network graphs and data-comics [197,
227], and also encounter environmental stories on micro-climate within the streets of Vienna,
Austria via mixed reality. The affirmation of the use of storytelling as an memorable outreach
for such data is originating from the ongoing research and development of comprehensive multi-
modal systems regarding cultural heritage object and person data such as “InTaVia” [291]. Story-
telling also gains importance in the communication of insights from the environmental science
especially for specific target audiences such as on world heritage and biodiversity for children [118,
369] or people older than 55 [328].
Scrollytelling. One of the common visualization-based storytelling implementations such as
“annotated chart”, “data comic” or “slide show” is called “scrollytelling” where the main inter-
action is implemented through scrolling. This technique is often used by online articles in com-
bination with illustrative videos or three-dimensional renderings such as the fire outbreak at the
Notre-Dame cathedral published by New York Times [322]. Scrollytelling that incorporates maps
as a central part and the locations to which certain information can be connected is widely used,
e.g., in a recent newspaper regarding illegal logging and the timber mafia [407]. Photographs are
also widely used, especially in connection to cultural objects [343]. In summary, none of the re-
lated works supports the visual analysis of the interrelation of endangered species and the inter-
connected threat of natural and cultural heritage across continents.

4.3.4 Methodology & Visual Design

This visualization-based scrollytelling resulted from a participatory visualization design process
[203] within our core team of two computer scientists together with a geographer, who also is
a violin maker, in a design by immersion approach [159]. Additionally, our decisions are based
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Figure 4.12: On the left side the map is showing the materials/species used for string instrument bows and
their trade regulations in the threat donuts. On the right side a schematic orchestra is shown
zoomed in the string instrument group that consists of violins, violas, cellos and double basses.
All instruments consist of different musical instrument parts. In its connection to the species
the instruments are made of and under consideration of the orchestra functioning this is can
be called an orchestra ecosystem.

Figure 4.13: Left: Map with hexagons showing the distribution of pau-brasil along the Brazilian coast
within the Atlantic Forest (Mata Atlântica - in yellow). The map is switched to a satellite view
automatically to reveal insights into topology and vegetation. Right: Explanations to the pau-
brasil tree and photographs of its unique flowers and bark.

on findings of the long-lasting collaboration with a co-creation team (two computer scientists,
one ecologist, one geographer, two biologists) and external domain experts from the creation of
MusEcology (see Figure 5.15). Cultural actors, objects and groups of them (e.g. orchestras) are
traveling around the world and so do the resources used for culture, whereby the involved craft
traditions represent an intangible cultural heritage on their own as well. MusEcology tries to in-
form about these aspects by focusing on globally consistent information details, but it lacks all
the (intangible) information and the socio-cultural meanings hidden in the stories all around. Es-
pecially music is touching, often very personal and almost everyone has a connection to it. But
these complex and rather intangible details and side-stories remain hidden and are waiting to be
told and put into context. The interactive storytelling added to MusEcology tries to encounter this
and is meant to create an additional specificity for the creation and perception of memorable and
immersive stories on the diversity, distribution, threat of natural species used for the production
of musical instruments and the distances between the interlinked levels and multi-modal (story)
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Figure 4.14: Left: Responsive mobile portrait view with stacked map and content area including a video,
documenting the CITES CoP19 in Panama [70]. Right: Fullscreen quote by violinist Giovanni
Batista Viotti [453] to emphasize the importance of string instrument bows.

characters of touched systems. Therefore, we decided for the geospatial map as main visualization
on the left side of the equal divided screen. To minimize the distraction and keep the orientation
we decided for a static two column layout where the right screen half is a scrollable content area to
tell the story by a variety of content chunks (see Figure 4.12). As a first story we choose to imple-
ment the “Story of the String Instrument Bow” because we wanted to approach the complex topic
from the symphony orchestra as entry point and since the bow stick is made from the endangered
pau-brasil, it is currently facing controversial discussions. The driving interaction throughout the
story thread is scrolling, as it allows for direct, responsive, and bidirectional control and is widely
used on social media and mobile apps [311]. By the reach of story paragraphs within the focus
area of the content half on the right side, the map view on the left is “flying” to a given position
and zoom-level by smooth transitions of zooming and panning. Just as in MusEology, we used
JavaScript libraries such as React and D3.js to create our web app and visualizations, but for the
maps we used Mapbox GL JS, because it allows for useful projections (e.g. 3D globe) and “fly-to”
animations.
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Map & Layers

Already MusEcology has a map that includes a variety of “map modes” defining which information
is visualized by which polygons and clustered glyphs within each mode. The map offers seamless
switches between these modes, “fly-to”-transitions and zoom ranges from overview of the whole
world to single buildings. Each map mode consists of three layers: (1) base map (e.g. light, dark,
satellite), (2) polygons (countries, ecoregions, artificial hexagon grid), and (3) additional statistical
and clustered glyphs (e.g. threat donuts, orchestra clusters) on top of them. Thereby the amount
per entities within the polygons is depicted by a blue shaded heatmap. In case of the country
mode these entities are either the various species used as resources for musical instruments or or-
chestras worldwide. On top of the countries capitals are “Threat Donuts” symbolizing either the
overview of trade regulations by CITES or the assessed ecological species threat that is provided
by IUCN and BGCI by colored circle segments (see Figure 4.12). In case of switching the map
mode to ecoregions and hexagons the entities remain the species as heatmap and the threat mark-
ers are placed on the surrounding ecoregion’s center point. The map modes can be easily changed
by the activation of the according content chunks and the interactive legends are explaining the
visual elements and allow for details-on-demand through filtering and hovering. During our ex-
ample story on Paubrasilia echinata we are progressing from an global perspective on symphonic
orchestras over trade regulations in Brazil, focusing on the ecoregions close to the coast, towards
the reveal of pau-brasil’s distribution as hexagons (see Figure 4.13). To minimize the distortion of
areas, we chose the equal area projection by Mapbox.

Content Chunks

To tell and illustrate the story we offer a variety of multi-media “Content Chunks” as building
blocks consisting of textual, medial and interactive visualizations as seen in Figure 5.15. They can
be used, customized, and combined to craft an author-driven story within a JavaScript Object
Notation (JSON) stating all the different stations and appearances throughout the story in a list
of “Story Paragraphs”.
Texts & Quotes. The easiest way to convey a story is by narrative text. Therefore we offer a selec-
tion of harmonizing font-family pairs for headlines and text contents. Special cases for texts are
width filling Titles, Quotes, End Cards with further information such as subtitle, translation and
authors. Worth to mention is that all the textual content definitions are able to handle HTML as
markup language to customize the contents even more. An embedding of e.g. tables is becoming
possible by it as well. This can also be used to reformat text so that it becomes e.g. a transcript of
an interviewing dialog of story characters.
Images. To illustrate stories, multi-media data is broadly used in storytelling approaches. There-
fore we allow to embed single and/or multiple online available images as galleries by the statement
of link urls. More explanatory context is given by the images through their optional captions and
copyright statements.
Videos & Audios. Similar to the images the data is defined by link urls to the used media source
and optional captions, and copyright information. By indicating the starting time in seconds, the
story editor can skip unwanted parts of available contents such as an intro of audios or videos.
Since embedded media files allow to be automatically played on websites, they can be used to con-
vey the story, or increase the atmosphere and immersion by enhancing video material, insightful
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interviews or background sound effects. But because automatically starting media can be poten-
tially disturbing, this functionality remains an opt-in at the beginning of the story, while the re-
cipient remains in control of the playback by the visual interface.
Visualizations. Building on top of the system architecture of four juxtaposed but linked visual-
izations of MusEcology, the story also allows to make use of the already implemented visualizations
and visual glyphs. Thereby, the visualizations stay linked to the map, so that interactions within
one content visualization on the right could alter the appearance of the map to the left. This fact
can be used to create breaks within the linear story flow and allows for higher degrees of freedom
for the recipients. The case of the nested orchestra view enables on demand an exploratory analy-
sis of distributions and threats of species used for the various musical instrument groups and their
containing instruments as shown in Figure 4.12. Similar to this, the Timeline View can create in-
sights into the history of trade-related and ecological threat assessments of selected species. All
these building blocks can be combined, allowing the creation of rather complex stations within
the story.

Interactions

The inter-linkage between story paragraphs and map is given by an annotation of the story con-
tents with a desired map base-layer, map modes and specific geolocations to fly-to when the story
paragraph is scrolled into the focus area. Additional filter for the data shown in the selected map
layer such as “Filter for only hexagons of Paubrasilia echinata” allow the focus on its rather lim-
ited distribution with the option to switch to a satellite map-base, revealing a first impression of
the vegetative circumstances in that area. This mechanic also drives the interplay between the ad-
ditional visualizations and story map, such as the Orchestra View applies filter for species used for
user-selected musical instruments and instrument groups. Furthermore, the activation of story
paragraphs by scrolling enables for rather artistically effects e.g. the change of background color as
used in the orchestra hall to simulate the dimmed lights for the audience. During the development
we considered a responsive design of our visualizations and Story Paragraphs, so that the story can
also be presented on mobile devices in portrait-mode, whereby the map view is positioned above
the scrollable content area, as depicted on the left side of Figure 4.14.

4.3.5 Informal Evaluation

We conducted an informal evaluation in order to investigate if our approach suits to educate ca-
sual users on the interconnections between biodiversity and instrument making, using the imple-
mented story on the string instrument bow stick, whereby the participants received no training
and no information on the story’s theme.
Participants. The setup as an online evaluation helped us to reach a good number of interested
participants for feedback on our first prototype. We invited people with different backgrounds to
gain a heterogeneous group. We received 19 responses from participants of different age groups
(see Figure 4.15) having diverse professional backgrounds. We ensured that none of the partici-
pants had a background in biology and musicology.
Scrollytelling Experience. We wanted to know from participants how well the scrollytelling
supported to learn about the underlying concept. On a 7-point Likert scale from strongly dis-
agree (1) to strongly agree (7), we firstly asked them how intuitive the scrollytelling was. With an
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Figure 4.15: Age distribution of the participants.

average of 5.4, the majority of participants found the approach rather intuitive, only two partic-
ipants found the bow stick story counterintuitive (see Figure 4.16). We secondly asked on how
valuable the visualizations were to understand the concept and to facilitate the learning experi-
ence. Although a majority of eleven out of 19 participants were on the positive side, the answers
were mixed with an average of 4.7 (see Figure 4.17). One reason would be that next to the visual-
izations diverse contents like rich media were used to tell the story, which may lower the perceived
importance of the visualizations used. However, users who gave a lower score for intuitiveness
also tended to give a lower score when rating the importance of the visualizations.

Figure 4.16: Intuitiveness of the scrollytelling approach.

Figure 4.17: Importance of visualizations in the scrollytelling.

Learning Effect. With an average of 5.8 on a 7-point Likert scale from strongly disagree (1) to
strongly agree (7), nearly all users confirmed to have learned something new through the scrol-
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Figure 4.18: Learning effect through the scrollytelling.

lytelling. We asked them what they had learned. 13 of 19 participants directly replied that they
were not really aware of the threats to the natural resources musical instruments are made of (see
Figure 4.18). One of the replies was exactly what we wanted participants to learn: “History about
something I had no idea about - and never really thought about before.” Other participants men-
tioned they learned about illegal trades, the composition of orchestras or the scrollytelling tech-
nique itself.
General Feedback. Nearly all participants gave constructive feedback and suggested improve-
ments, which we consider an indicator for user engagement. While we received some comments
on how to improve the structuring of the story itself, participants also suggested to improve the
technological features of the scrollytelling approach. While some of these were due to the circum-
stance that we used the first story draft during the evaluation, other suggestions made us aware of
obstacles for users during the scrollytelling experience. Overall, the feedback can be turned into
general recommendations:

• The story must be carefully introduced at the beginning.

• The relation between visualization and content has to be clear.

• Visualization and content need to be balanced.

• There has to be a red thread between two subsequent story items.

• Using rich media like sound and video enhances the experience.

4.3.6 Discussion and Limitations

The main strength of digital storytelling in general as well as in our case is mixing fact based infor-
mation with multi-media impressions and personal stories delivered through interviews to address
emotions and foster connection and identification with the story [296]. Part of our outreach in-
tention is to break down expert knowledge often collected by single researchers into understand-
able and memorable facts communicated by memorable narrations. For captivating storytelling
of such expert knowledge user-adapted text formulations and a good story flow are key elements
[427]. This process of storytelling alone requires a lot of knowledge and effort, but to depict the
story by interactive visualizations the domain-experts also need to have (technical) understand-
ings of visualizations. Therefore, data-driven story creators and storyboarding tools should sup-
port the editor to craft narrative visualizations [227, 247, 311], but often lack the possibility to
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use already customized visualizations, such as the artificial hexagon grid and the ecoregions with
threat levels of the MusEcology platform. Moreover, as a challenge and finding within our in-
terdisciplinary collaboration, we figured out that domain experts often prefer to continue their
research and storytelling elaboration within tools they already know. This is why our approach
so far relies on the collaborative conversion of stories drafted in slide shows and spreadsheets by
the domain-experts into the JSON-configuration of story paragraphs and their contents with the
help of computer scientists. To overcome this limitation one avenue for future work could be to
include a story editor interface or the possibility to make MusEcology and its elements available
though e.g. url parameters to use them in stories crafted in external tools. Even though small
visual elements like the interactive color legend might be difficult to integrate into other editor
tools. We opted for a linear story design with specific use cases because the entire system might be
too complex and overwhelming for a broader public audience, not used to exploratory visualiza-
tion approaches. Nonetheless, all of the interactive visualizations can be used within the stories
as interactive breaks within the story flow and function also as starting point for exploration and
future stories on instruments, regions, materials, and species. Therefore, our scrollytelling allows
to reach casual users and to draw their attention also beyond the specific case to the general prob-
lem of an increasing number of threatened species due to its connection to the existing MusEcol-
ogy platform. The connection between music cultures, their musical instruments and threatened
species, specifically the string instrument bow and the threatened pau-brasil tree, brings environ-
mental concerns together with cultural values. This allows casual users that have a relationship
either to the cultural value or to nature to personally relate to the described cultural-ecological
threat. Current global environmental challenges, such as biodiversity loss and species extinction
require linking such large, hard to grasp topics to the personal level to trigger careful decision
making processes as well as biodiversity and species conservation activities. Our visuals and sys-
tem are based on the data and visualizations already available in MusEcology, and are therefore
able to provide scalability and generalizability as the platform was developed with a global and
multi-zoom-level approach in mind. However, remaining challenges are the ambiguity of (com-
mon) trade names. The lack of scientific explorations or limited or insufficient scientific findings
for some musical instruments and their species complicate the creation of stories for each musical
instrument. Albeit these challenges domain experts currently develop stories about other musi-
cal instruments and their parts being resourced from fragile ecosystems, e.g., African blackwood
(Dalbergia melanoxylon) that is used for clarinets and oboes, or the vulnerable Bahia rosewood
(Dalbergia nigra) being the most valued material for high-end guitars.

4.3.7 Conclusion and Future Work

We developed an interactive digital scrollytelling to narrate complex interconnection of cultural
and natural heritage across large geographical distances. The first story example drafted about
the string instrument bow not only addresses the main goal and succeeds to raise awareness for
this intertwined challenge of species threat and the threat for the tradition of bow making, it in
particular highlights the potential of a more user-friendly introduction for casual users to complex
data sets offered through the MusEcology platform. Our approach gives the domain experts the
opportunity to tell these stories using complex data for the first time.
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Future developments of our storytelling interface include a deeper zoom level on the specific
protected areas with occurences of target species’ to more impressively demonstrate how rare
species like pau-brasil are nowadays. We will further adopt several narration techniques provided
by the InTaVia storytelling suite [291] that are suitable for the MusEcology project, such as facilitat-
ing user engagement with gamification elements [178] like small riddle questions or quiz elements,
or reshaping the story arc by choosing different story entry points.
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5 Universal Approaches to
Visualization-based Storytelling

“Technological progress has merely provided us
with more efficient means for going backwards.”
– Aldous Huxley

5.1 Overview & Contributions

In the rich and evolving landscape of digital humanities (DH) and cultural heritage (CH), a diverse
drapery of user and domain expert practices emerges, reflecting the multifaceted ways in which in-
dividuals engage with, interpret, and disseminate the vast reservoirs of cultural data. From scholars
conducting careful research to educators crafting engaging narratives for their students, and from
curators designing immersive museum experiences to the general public exploring the depths of
history and art from the comfort of their homes, the spectrum of users is as broad as it is deep.
The richness and complexity of European cultural heritage, with its deep historical roots and
wide-ranging expressions across tangible and intangible domains, present both opportunities and
challenges for these diverse user groups. Central to these endeavours is the exploration and sto-
rytelling of biographies — not only of people but also of objects, places and their compositions,
each of which carries its own stories, origins and connections through time. Against this back-
drop, the EU-funded InTaVia project aims to combine data from multiple national biographies
to illuminate the tangible and intangible threads of European CH and to broaden the horizon for
academic inquiry and public engagement by breaching national borders of science. This chap-
ter delves into the project’s goals, its collaborative approaches and efforts, and the technological
underpinnings that make such a synthesis possible.

At the heart of InTaVia lies a commitment to faceted visualizations and visualization-based
storytelling (VBS) for the visual analysis and communication of findings. Here the protagonists
of narratives extend beyond individuals to include objects, locations, and their aggregations. The
project seeks to connect structured biographical data from multiple national prosopography projects
with related cultural objects, which have been largely stored separately, in an effort to visually in-
tegrate and allowing the access multimodal works and lives of artists. These entities, drawn from
diverse national and historical contexts, are interlinked within a knowledge graph, unveiling the
complex tapestry of relationships and stories that bind them. This approach represents a paradigm
shift in how we understand and communicate CH, emphasizing the interconnectedness of our
past.

The key to navigating this complex landscape is the project’s user-centered design philosophy,
which emphasizes simplicity amidst complexity and flexibility within structure. The development
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of the InTaVia prototype was guided by a set of design decisions and visual elements tailored to
meet the needs of a wide audience range and accommodate multiple domain-specific practices.
This includes multiple linked visualizations organized in flexible layouts, scalable visualizations
that support both close and distant reading, geospatial maps, timelines, network graphs, and a
storytelling approach that repurposes these visualizations into interactive slideshows. Interdisci-
plinary workshops have been instrumental in refining these developments for the prototype and
helped with prioritizing needs, requirements and interests of users and practical as well as scientific
domain-experts.

The linkage between multiple national databases was possible through extensive work on adopt-
ing CIDOC-CRM [94] as a universal data model and vocabulary to encode the collective data in a
comprehensive knowledge graph. This broad information collection acts as input for the further
modules of the InTaVia prototype. Through the offered data curation lab module the manual
and local editorial of data from the knowledge graph remains possible, as well as the import of
local data. This deep implementation within the holistic platform aims to minimize the distance
between the data management and following tasks such as visual analytics and the communication
via storytelling. This close linkage between those practices also allows for reiterations of them, so
that they are not necessarily a purely linear and unidirectional workflow, but rather allows for the
ongoing refinement of data, their visualizations and interplay with each other. The result is docu-
mented by our synoptic and polyvalent framework, designed to cater to the diverse requirements
of the DH and CH communities.

At the core of InTaVia is a holistic and iterative workflow that spans data curation, visual anal-
ysis, and visualization-based storytelling through interactive slide shows. These slides, enriched
with multimedia annotations and organized in various layouts, are crafted with mobile devices in
mind, balancing flexibility with user guidance and consistency, aiming to design frameworks and
tools that are intuitive yet flexible enough to accommodate the diverse needs of users.

Through collaboration with domain experts, InTaVia has explored the potential of storytelling
beyond human-centric narratives, questioning whether objects, locations, and communities can
serve as captivating heroes within these tales. Within further, four case studies—spanning artists,
objects, communities, and locations—illustrate this potential, showcasing unique features and
plotlines that exemplify the power of visualization-based storytelling and the capabilities of the
InTaVia platform.

This holistic and iterative workflow encompasses data curation, visual analysis, and visualization-
based storytelling, culminating in interactive slide shows enriched with multimedia annotations.
The story creator and story viewer modules exemplify the project’s commitment to user-friendliness
and consistency, ensuring that the crafted stories are as engaging to explore as they are to create.

As we venture into this chapter, we delve into the collaborative work underpinning InTaVia,
exploring how it seeks to bridge the gap between complexity and simplicity, and how its design
choices aim to accommodate and inspire the manifold user practices that define the digital hu-
manities and cultural heritage fields today. Additionally it reviews existing efforts in visualizing
biographical data, discussing various visualization techniques (e.g., maps, graphs, timelines) and
their application to both individual and aggregated biographies. Ultimately we reflect on the im-
plications of the presented work for future research and practice in digital humanities and cultural
heritage. We consider the potential of artificial intelligence and large language models, the role of
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extended reality and the digital footprint of objects in biographies, and calls for further develop-
ment of integrated storytelling technologies.

The overall contribution of the following papers [255, 270, 290] can be summarized as:
Paper 6: The Multiple Faces of Cultural Heritage: Towards an Integrated Visualization

Platform for Tangible and Intangible Cultural Assets [290] introduces the InTaVia project
and represents an ambitious effort to bridge the gap between separate collections of cultural her-
itage data, providing a holistic, integrated view that supports a wide range of research and edu-
cational objectives. Through its user-centered design and innovative visual analysis techniques,
the project seeks to make complex multimodal cultural heritage data accessible and meaningful
to a broad audience of experts and practitioners. - explains work, assessment of requirements and
gives outlook over future work and efforts

Paper 7: A Workflow Approach to Visualization-Based Storytelling with Cultural Her-
itage Data [270] discusses the significance and implementation of storytelling as a crucial method
for conveying cultural heritage information, emphasizing its application in both physical and dig-
ital platforms. The main contribution of the paper revolves around the H2020 project InTaVia,
which aims to enhance storytelling in cultural heritage (CH) through a comprehensive workflow
that integrates data collection, analysis, and visualization.

Ultimately Paper 8: Every Thing Can Be a Hero! Narrative Visualization of Person, Ob-
ject, and Other Biographies [255] presents a comprehensive exploration of the developments in
biographical research and digital humanities, highlighting the significant advancements and the
pivotal role of storytelling in these fields.

1. Integration of Diverse Cultural Data: The project addresses the challenge of integrating
siloed, transnational CH data (e.g., images, objects, books, biographies) into a cohesive
multimodal knowledge graph, facilitating a comprehensive view of CH that spans both
tangible (objects) and intangible (biographies, cultural stories) elements.

2. Development of a Multifunctional Platform: InTaVia aims to create a platform that
supports a wide range of tasks such as querying, creating, compiling, curating, analyzing,
and communicating cultural information. This lead to a “Data Curation Lab”, a “Visual
Analytics Studio”, and a “Visual Storytelling Suite” to cater to the needs of various expert
users through a multi-functional interface.

3. User-Centered Design Approach: The project employs a multi-focal participatory de-
sign process involving historians, cultural scientists, galleries, libraries, archives and muse-
ums (GLAM) practitioners, and potential users in its development. This approach helps
ensure that the platform meets the real-world needs of its users, addressing their specific
practices with cultural data.

4. User-Friendly Interface for Information Search and Curation: The project intro-
duces an intuitive interface that facilitates the searching and assembling of CH data. This
feature is crucial for curating topic-centered data collections and supports the visual analy-
sis required for storytelling, bridging the gap between data exploration and story creation.

5. Visual Analysis and Synoptic Visualization: A significant portion of the project focuses
on the visual analysis of the integrated cultural data, exploring how to present prosopogra-
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phy and object data in a unified manner. The project experiments with various visualization
techniques (timelines, maps, network graphs, etc.) to offer synoptic views of cultural actors
and objects, facilitating immersive and detailed exploration of cultural heritage.

6. Visual Analytics Studio and Storytelling Suite: InTaVia offers a suite of tools for data
visualization, analysis, and storytelling, enabling users to translate their insights into engag-
ing narratives. This suite supports a range of activities from querying data to creating and
curating stories, highlighting the project’s holistic approach to storytelling.

7. Case Studies and Practical Implementation: The papers detail case studies on artists,
objects, groups and locations, showcasing the platform’s capability to create compelling
narratives based on CH data. This example demonstrates the practical application of In-
TaVia’s workflow, from data exploration to the final storytelling output, providing a tan-
gible illustration of the project’s contributions.

8. Broadening the Scope of Biographies: The studies highlight a shift from traditional
person-focused biographies to include object biographies, emphasizing the interconnect-
edness between people and objects and their further related entities and fostering post-
anthropocentric storytelling. This approach expands the narrative possibilities beyond hu-
man protagonists, enabling a richer exploration of cultural narratives that include artworks,
institutions, traditions, art schools or even concepts like ecology or technology.

9. Addressing Challenges in Cultural Heritage Storytelling: The articles discuss the
complex management challenges that arise from dealing with multimodal graphs connect-
ing diverse types of entities, media, and data schemata. It emphasizes the need for visual-
ization designs to carefully balance and mediate between these different elements to avoid
overwhelming users. Furthermore the project acknowledges and addresses specific chal-
lenges in cultural heritage storytelling, such as the need for interconnectedness in data and
the skills required for effective storytelling. Discussed solutions include AI-based data en-
richment and user guidance features, aiming to improve the accessibility and impact of
visualization-based stories.

The InTaVia project represents an ambitious effort to bridge the gap between separate collec-
tions of cultural heritage data, providing a holistic, integrated view that supports a wide range
of research and educational objectives. Through its user-centered design and innovative visual
analysis techniques, the project seeks to make complex multimodal CH data accessible and mean-
ingful to a broad audience of experts and practitioners. Main contributions are in providing an
integrated platform that supports the entire workflow of cultural heritage storytelling—from data
collection and analysis to the creation of interactive, visualization-based narratives. This approach
not only enhances the storytelling process for experts but also aims to make cultural heritage
more accessible and engaging for a broader audience by technological advancements and inter-
disciplinary methods in enriching cultural heritage narratives.
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Abstract: Linking and visualizing multiple types of entities in a DH knowledge graph generates the
need to deal with multiple types of data and media modalities both on the designer and the user side.
The InTaVia project develops synoptic visual representations for a multimodal historical knowledge
graph which draws together transnational data about cultural objects and historical actors. In this
paper we reflect on the question how to integrate and mediate the informational and visual affor-
dances of both kinds of cultural data with hybrid designs and show how a user-centered design process
can help to ground the required selections and design choices in an empirical procedure.

5.2.1 Introduction

Over the last decades, many cultural resources (such as images, objects, buildings, books, newspa-
pers, films) have been digitized and stored as digital twins or digital relatives with highly resource-
specific metadata in different local databases. To go beyond such siloed in-house databases, a sec-
ond wave of initiatives aimed for the harmonization and aggregation of similar cultural assets in
meta-databases (e.g. Europeana.eu for European cultural heritage). In parallel, automated extrac-
tion procedures such as language and image processing started to work their way into aggregated
cultural data to extract further metadata attributes or recognize depicted or described entities.
Linked data initiatives then started to classify and combine related entities and thus to build up
bigger knowledge graphs of multiple types of cultural resources. These complex emerging mul-
timodal graphs often connect large numbers of nodes of different entity types, media, and data
schemata [142] by multiple types of semantic relations. As such, they provide a rich source for the
visual analysis and communication of cultural heritage topics, but also create various complex-
ity management challenges for visualization designers and users alike [282, 318]. On the design
side, this includes the challenge to go beyond the confines of multimodal graph visualization and
to effectively leverage the whole range of non-relational information (e.g., geographic, temporal,
taxonomic, statistical data) for the versatile multi-perspective visualization of such graphs. On
the user side, the integration of multiple types of data also broadens the group of possible users
(with a broader range of tasks and practices) and increases the cognitive load of their sensemaking
efforts—factors, which need to be taken into account in the visualization design and development.
This paper explores how to handle such multi-focal development challenges from the viewpoint
of the InTaVia project.

The H2020 project InTaVia (“In/Tangible European Heritage – Visual Analysis, Curation
and Communication”, https://intavia.eu) aims to develop a platform for the visual analysis,
curation and communication of a large multimodal knowledge graph for cultural heritage data.
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Figure 5.1: The InTaVia project aims to bridge the gap between mostly unconnected cultural data collec-
tions, focusing either on tangible cultural objects (left), or intangible knowledge, such as biogra-
phies or other cultural (hi)stories (right).

It draws together structured biographical data from multiple national prosopography projects
(including Finland, the Netherlands, Austria and Slovenia) and connects this type of structured
personal trajectory data to related cultural objects, which have been mostly stored separately, e.g.
by aggregators such as Europeana.eu or Wikidata. Thus, for the first time, this project brings to-
gether the multimodal works and lives of artists, scientists, engineers, and other notable people—
and aims to make this complex graph visually accessible by multiple methods of data visualization.

In the following, this paper sketches out the InTaVia project (Subsection 5.2.2), related work
on visualizing multiple types of cultural actors and objects (Subsection 5.2.3) and the handling of
related complex design challenges by a user-centered perspective (Subsection 5.2.4). Finally, we
provide an outlook on the future InTaVia project development.

5.2.2 Reconciling in/tangible Aspects of Cultural Data in a
Multimodal Graph: The InTaVia project

The lives of cultural actors attract scholarly and public attention since centuries [434]—oftentimes
in combination with an interest in related cultural objects. Historians and biographers have chron-
icled the life paths of historical individuals in their cultural contexts and accumulated this knowl-
edge in historical libraries and lexicons in textual form. With the emergence of nation states, bi-
ographies of notable citizens have also gained symbolical and political relevance as immaterial his-
torical assets, and became bundled in national biographies. These biography collections have re-
cently been transformed by DH initiatives. First and foremost, this has been enabled by technolo-
gies of natural language processing, which allow to extract structured entities and interrelations
from such historical texts and to make these immaterial aspects of cultural history available in
large prosopography projects [129, 356, 380]. The resulting databases comprise named entities like
actors, institutions, and locations, all in relations to one another, and chronologically interwoven
as massive bundle of event-based sequences[30]. Interfaces to these resources allow to query these
entities with regard to various metadata dimensions, and to explore the resulting data selections
on an individual (i.e., biographical) or aggregated (i.e., prosopographical) level[381].
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Figure 5.2: Workflows with cultural information frequently connect multiple practices, including search
for existing information, creation of new information, data compilation and curation, analysis
and interpretation activities, as well as communication and mediation procedures.

The digitization of related material cultural objects, on the other hand, has mostly taken a dif-
ferent route: Due to their condensed, textual nature, national biographies rarely include pictures
of artworks and objects, such as paintings, sculptures, or manuscripts. These objects thus have
rather been assembled by galleries and museums and have been digitized by these institutions to
become accessible as digital cultural object collections [212]. For these separated collections, spe-
cific types of interfaces have been developed in recent years to grant access to their material stocks
and associated metadata and to enable the experience of artworks and objects on the web [371].

Scholars in the arts and humanities, as well as practitioners in galleries, libraries, archives and
museums (GLAM) and the interested public thus have very few digital places to go, when it comes
to the synoptic contemplation of the lives and lifeworks of artists and other cultural actors [456].
Figure 5.9 illustrates, how the division of labor between collectors and custodians of material ob-
jects (left), and of biographical or historical-contextual knowledge (right) had a divisive influence
on the organization of these assets. While obviously closely related and complementary by nature,
both types of data largely remained separated due to institutional and infrastructural constraints.
While data models on the object side [97] and general vocabularies for cultural heritage infor-
mation [108] provide options to link such kinds of information, the two hemispheres remained
practically separated from a practical and analytical point of view.

The InTaVia project assumes that experts for cultural information—whether with an academic
or a more practical heritage-institutional background—approach cultural information (both about

Figure 5.3: Functional architecture of the InTaVia platform, drawing together multiple types of cultural
data and media to support multiple user practices.
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objects or actors) with multiple tasks and intentions (Figure 5.16): i) They frequently have to
query and search for existing cultural information, ii) they create new information for their area
of expertise, iii) they compile and curate information from multiple sources, iv) they analyze and
interpret this information, and v) they communicate and mediate cultural information to a wide
range of audiences. While different cultural experts and professions can specialize on individual
steps and practices, most of them connect them into larger sequences and workflows with regard
to their subject matter – and do so by following diverse procedural patterns, including iterative
and selective sequences with diverse omissions, jumps, and loops.

Figure 5.3 shows how the InTaVia platform reacts to these multi-procedural requirements for
both object and biography data, and how it supports multiple types of expert users with their
diverse tasks: A multi-functional interface (tightly coupling the modules of a so called “Data Cu-
ration Lab”, a “Visual Analytics Studio” and a “Visual Storytelling Suite”) will i) support search
operations, ii) the creation of new structured information, iii) the compilation and curation of
data from multiple sources, iv) the visual analysis of selected data, and v) the visual communica-
tion of selected constellations by the means of visual storytelling techniques [247]. While visual
representations will obviously play a central role for the two latter scenarios, the InTaVia platform
will also support activities of querying, data creation, and essential practices of data curation by
visual means [455]. In this paper, we will focus on the fourth task, the visual analysis of a multi-
modal data selection.

5.2.3 Visual Analysis of in/tangible Cultural Data

The visualization of biography data and of cultural collection data arguably constitutes two dis-
tinct subfields of visualization for the (digital) humanities. Before we discuss their synoptic visu-
alization, we outline respective data models and state-of-the-art approaches to the visualization of
both types of resources individually.

Visualization of Biography Data

Biographical texts are written in a highly specific style, which procedures of natural language pro-
cessing can parse and transform into series of semantic triples (i.e. named entity relations such as
Gustav Klimt was born in Vienna on 1862-07-14, Gustav Klimt is the son of Anna Klimt, Gustav
Klimt is the son of Ernst Klimt, Gustav Klimt created “the Kiss” in 1908, etc.). These sequences
of structured relational data allow for the visualization of single biographies as timelines, graphs,
or trajectories on maps. On an aggregated level, multiple actors can additionally be visualized as
trajectory bundles or sets based on shared attributes or relations.

Thus, looking at the prior art, we find a multitude of visualization perspectives: Due to their
prominence and availability, map-based visualizations have frequently been adapted for the visu-
alization of biography data [107, 149, 220, 394]. From the relational perspective, network frame-
works [14, 136, 378, 383] have been proposed. Attributes of actors or institutions, like professions
or fields of cultural production have been visualized by hierarchical or set-based visualization tech-
niques [185, 220, 301, 394, 471]. Due to the multidimensional nature of biographical data, also
many mixed method approaches have been developed [14, 107, 185, 220, 301, 383]. As for the vi-
sualization of the essential historical data dimension of time, various approaches have been pro-
posed, including timelines [65, 87, 172, 220, 373], animation [1], layer superimposition, or space-
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Figure 5.4: Design space of distant views on biographical and prosopographical data (left), object data (cen-
ter left) hybrid data (center right), and combined as multiple views, all of which should allow
immersive transitions into detailed perception or contemplation of cultural objects (right).

time cube representations [107], as well as flexible combinations thereof [288, 289, 457]. The focus
of these biography visualization approaches is rather on the structured data than on the original
texts (which are sometimes available as linked views) or on related media objects.

Visualization of Cultural Object Data

In contrast to biographical data, cultural object data rarely contains links to other entities or events
on a similar level of detail. By contrast, objects are mainly linked to a set of scarce metadata (e.g.
creator, date and place of origin) and a lengthy textual object description—as the main focus is
on the digital modality-specific representation of the cultural object itself (including pictures, 3D
scans, text, music, or videos). Relations to other objects, events or biographies—which could be
visualized in a similarly rich relational way to biographical data—are only rarely available digitally
[218, 252].

Prominent visualization approaches to digital object collections are (time-oriented) map-, graph-
and set-based approaches to distant viewing [224, 458]. Focusing on the media itself, collection
visualizations commonly also include object grids, showing objects as ordered thumbnail constel-
lations, which allow for direct access and close-up views on demand. Also other dimensions play
an important role when presenting digitized cultural heritage objects visually—including the tar-
geted audience and supported tasks. While domain experts might prefer a search based-interface
letting them specify and constrain the digitized object collections they would like to retrieve for
specific analyses [240], others might be more interested in exploring (sub)collections freely [452].

Synoptic Visualization of Biography and Object Data

By bringing together the tangible and intangible aspects of cultural heritage data in a multimodal
graph (see Subsection 5.2.2), InTaVia aims to pave the way for the integrated handling, analy-
sis and communication of biography and object data. To do so, we have to find ways for their
synoptic visualization. While both types of cultural entities contain time-based information, bi-
ography data are genuinely time-oriented and temporally structured, while objects commonly are
stamped with a date of origin only. Also in biography visualization, the structured (meta)data is
the main focus, whereas for cultural objects, the medial representation of the object in all available
modalities is a central feature of many visualizations [452].
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Figure 5.4 illustrates conceptually how biographical visualizations (left) and visual represen-
tation of object collections (center) could be joined into synoptic representations (right). De-
pending on the number of entities and the analytical focus, different kinds of visual synopsis are
possible: Firstly, if the focus is on life events, cultural objects can be represented as markers of
their creation events within related biographies on a timeline or a map trajectory. Secondly, if the
focus is on entities, objects can be visualized together with actors within graph or set visualiza-
tions. Thirdly, if media representations of the cultural actors are available, they could also be in-
tegrated into an object collection grid. While all of these ways of synopsis allow the synchronous
exploration of cultural actors and cultural objects, none of these options is able to tap into the
full potential of both kinds of data—as they focus either on the objects’ medial representation
or the actors’ rich event-relational data, but not on both. A common option to overcome some
of these restrictions is the combination of multiple perspectives in a system of coordinated views.
However, on the design side this multiplies the already complex space of required design choices:
Which combinations of (synoptic) views—to be considered for multiple devices—should be of-
fered? Furthermore, how should the temporal data dimension be integrated into other distant
views? Across all these encoding questions, the “scalability” of views is of the essence [100, 200,
452, 458]: How can users be enabled to transition from the modality of diagrammatic distant
views to the modality of realistic close-up views (or close readings or hearings) which give users
access to rich, multimodal media?

By their nature, multimodal knowledge graphs in the humanities unfold a notably complex de-
sign space, which the ideal visualization would fill to provide all possible analytical perspectives to
users. However, it is well known on the user side that costs of interface complexity can outweigh
the benefits of multiperspectivity due to increased cognitive load. On the other hand, the trivial
fact of restricted development capacities on designer side also require the reduction of tool com-
plexity, including the deliberate selection or prioritization of views. To rationalize this selection
process in the context of InTaVia and ground it empirically, we implemented a multi-focal user-
centered design process and gather requirements, validations and iterative feedback from potential
tool users.

5.2.4 On Multi-focus Participatory Design

To reduce the complexity of the outlined design space in a rational fashion and to align these se-
lections with the most relevant requirements of future users, InTaVia involves multiple types of
users in a formative, user-centered design process on multiple levels: (1) Historians and cultural
scientists are part of the project consortium and give continuous feedback. (2) The main con-
cepts and design choices of the InTaVia architecture have been critically discussed in requirement
workshops with cultural heritage experts, GLAM practitioners, and potential future users at the
beginning of the project. (3) In three iterative test and development phases, developments are
critically inspected and evaluated by potential users.

Requirement Workshops

On two different occasions, 41 international participants (21 academics, 13 cultural heritage pro-
fessionals, and 7 technicians) gave us insights into their practices with different kinds of cultural
data and provided us with feedback on the overall architecture and the visualization concepts of
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Figure 5.5: Ten personas working with cultural objects and/or actors.

InTaVia. Based on the professional background, the research questions towards cultural actors
and objects, we derived and defined ten personas (see Figure 5.5) with distinct user profiles for
the diverse fields of cultural information practice. Their diversity already hints at the multitude
of possible tasks and practices with respect to InTaVia’s multimodal cultural graph.

In a first phase, we asked the experts about their current practices with cultural data. Their pri-
mary tasks and activities around cultural actors and objects have been (art-)historical (e.g., convey
context and provenance of cultural entities, retrieve metadata and general basic information, es-
tablish and reveal connections and relationships), infrastructural (e.g., handle large data volumes,
store, compare, display, enrich databases and provide access, licensing and copyright), and related
to data modeling (e.g., handle uncertainty related to cultural entities, standardize data structures).
When asked about existing deficiencies and constraints of their current work with cultural infor-
mation, they named the lack of suitable tools (71%), heterogeneity of the different data and tools
(54%), data quality (44%) and siloed or unlinked data (34%)—confirming the need for integrative
DH endeavors like the one undertaken in InTaVia.

In a second phase, experts provided feedback on basic development options for the InTaVia
platform (see Figure 5.3) and on the outlined complex visualization design space—for object data,
biography data, as well as for their hybrid combination. For both objects and actors, experts were
most interested in analyzing their data by timelines, maps, and network visualizations. The value
of maps was estimated a bit higher for cultural objects than for cultural actors. For the combined
visual analysis of objects and actors, the preferred methods were network visualizations, followed
by maps and timelines. Overall, experts did express less interest in set visualizations and grid views.
One reason for their lower ranking could be that analyzes of groups of persons are less common
yet because they are difficult to realize without appropriate data and tools for prosopographical
analyses. In a similar way, one participant said that all visualization options sound interesting, but
he did not feel himself competent to evaluate them without having tried them. For all kinds of
data, experts asked for a flexible interface to choose the most suitable from a set of visualization
options, to combine the visualizations as multiple coordinated views, to compare data (by jux-
taposition, superimposition, brushing) and to view them in the historic context. Regarding the
latter (i.e. for the combined representation of other data dimensions with time) five different op-
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tions have been discussed, with experts being most interested in coordinated timelines, followed
by space-time cube visualizations, animation, color coding and data comics.

Figure 5.6: Combinatorial building kit for coordinated visualizations.

Iterative Development and User Testing

Based on conceptual considerations and the results of the requirement workshops, an empirically
validated, modular building kit has been specified for the visualization development which repre-
sents the distant views, which users asked for most: timelines, maps, and networks, followed by
sets and grids (see Figure 5.6, top row)—and close-up views on selected entities or multi-modal
object types. The prioritized options to represent time are illustrated both as full screen time-
line views and as hybrid views (Figure 5.6, lower right), which could be combined with any other
(non-temporal) type of view using multiple view layouts from Figure 5.4.

As such, (coordinated) timeline visualizations will be available at multiple levels of details—
depending on the number of displayed actors. A compact timeline view shows entities and events
in a stacked fashion. With an expanded view, different types of events are split with regard to
related entities and depicted on separate temporal swim-lanes. This detailed view allows also to
display medial representations of the actual cultural objects (see Figure 5.6).

Figure 5.7 shows a first snapshot of the ongoing implementation of this visualization system.
The initial development focus is on two prioritized views, i.e. maps and (coordinated) timelines,
with networks, sets, and various uncertainty representations following in the next development
phase.

Similar to the visualization of time, the amount of information displayed on the map can be
varied by the user (see Figure 5.7, top): from single events (e.g. only places of birth and death
for a group of actors) to fine-grained life-trajectories, from life events only to the integrated dis-
play of object events. Different types of events are color-coded. Related media will be displayed
on demand: By clicking on events, digital object representations or textual paragraphs related to
biographical events will be shown as an overlay.
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Figure 5.7: First prototype of the map (top) and the compact timeline (bottom) showing persons’ birth
(blue) and death (red) events.

As a next step, a workshop with expert users has been set up to gather feedback on the first
implemented prototypes (see Figure 5.7). Further user workshops will follow in the last project
year to evaluate and improve the workflow throughout the whole system—from data curation
(including import and creation of data sets), via the interactive visual analysis of data, towards the
communication of results through visual storytelling.

5.2.5 Discussion & Outlook

With this paper, we reflected on the development of an interface for the visual analysis of a mul-
timodal knowledge graph for cultural data. We discussed the two main data modalities result-
ing from historical actors and cultural objects, the specifics of related data models and different
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modalities of related object media. Biographies are specific kind of texts which automated proce-
dures transform into series of events as person-entity-relations. Objects are represented by mul-
tiple types and modalities of media—depending on the kind of object and digitization methods
used. Therefore, the current state of the art of visualizing these two kinds of cultural assets—
which have been separated until now—commonly also arrive on differently specified visualization
techniques and interfaces.

With regard to both data types and the complex InTaVia knowledge graph integrating them,
we unfolded a complex design space of visual representation options which we handled, reduced
and prioritized with a formative analysis of user perspectives and requirements collected in two
requirement workshops. Participating experts showed similar visualization preferences for both
kinds of data. For hybrid data selections they want to analyze their distributions and relations, pre-
dominantly with time, map and network-based views, but also want close-up access to the actual
texts and digitized objects to flexibly transition from the diagrammatic modality of visualizations
to the unique, isomorphic experience of artworks and cultural objects.

A first implementation phase is building on these user analyses and builds up InTaVia’s ’Visual
Analytics Studio’ in close interconnection with its neighboring modules.

During the development process we realized how a significant effort of project management,
coordination and design discussions was required to manage and handle complexity that arose
from phenomena of multimodality on multiple levels: Multiple modalities of data sources; a mul-
timodal knowledge graph consisting of multiple types of entities linked by multiple types of se-
mantic relations; cultural objects linked to multiple (types of) media and metadata schemata; and
on the user side: multiple cultural heritage experts as users with multiple practices. It is our impres-
sion that the relatively new data source of multimodal knowledge graphs in the digital humanities
forces such increased investments into efforts of complexity management and that the design of
corresponding visualizations has to carefully assess, balance, and mediate between the different
affordances of all types of entities—and the different users’ practices and requirements regarding
each of them. While “complexity” is arguably a feature of every visualization design space, mul-
timodal, graph-based data sources seem to introduce a new order of magnitude which requires a
new kind of awareness on the visualization design side, to not get lost in the hyper-modal weeds
of expanding design spaces.

Zooming out from the visualization module, we want to close with an outlook on the systemic
structure of the InTaVia platform: As Figure 5.16 pointed out, the practice of (visual) analysis
of DH data rarely takes place in an isolated fashion. By contrast, exploratory data visualization
in cultural heritage and DH domains is frequently and intimately interwoven with activities of
data querying, data creation and curation, as well as (visual) communication. Correspondingly,
the visualization module of the InTaVia platform will be tightly interwoven with two further
modules, the so-called “Data Curation Lab” and the “Visual Storytelling Suite” (cf. Figure 5.3
and [247]). Arguably it is only such a systemic architecture, which will allow experts and practi-
tioners to pursue their most diverse types of work with the multimodal data, objects and assets
of human culture—and to initiate, (re)direct, loop and iterate their personal workflows accord-
ing to their situational needs. In closing, Figure 5.8 shows with data collected from the InTaVia
requirement workshops how cultural heritage experts interweave and concatenate specific data
practices according to their most common workflows. It is the guiding hypothesis of the InTaVia
platform development that the emergence of a new generation of complex DH data sources (i.e.
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Figure 5.8: Ordering of cultural heritage experts’ practices according to most typical workflows (1: search-
ing, 2: creating, 3: compiling & curating, 4: analyzing & interpreting; 5: communicating).

“machine-readable” knowledge graphs) requires advanced efforts to make these aggregations ac-
cessible, comprehensible and “human-readable” for various user groups. To also provide a solu-
tion for the increased diversity of their practices and requirements, the practice of (inter)linking
technologies becomes part of DH tool designers’ future remit.
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Abstract: Stories are as old as human history—and a powerful means for the engaging communi-
cation of information, especially in combination with visualizations. The InTaVia project is built
on this intersection and has developed a platform which supports the workflow of cultural heritage
experts to create compelling visualization-based stories: From the search for relevant cultural objects
and actors in a cultural knowledge graph, to the curation and visual analysis of the selected informa-
tion, and to the creation of stories based on these data and visualizations, which can be shared with
the interested public.

5.3.1 Introduction

Their omnipresence in human culture—as well as reflections from various scholarly perspectives—
make clear: Stories or narratives are among the most essential design strategies for conveying novel,
relevant or entertaining information both in present-day culture and throughout human history
[38, 105]. Therefore, storytelling is also an important design strategy to communicate cultural her-
itage information—from the design of physical exhibitions to digital knowledge communication
initiatives, and also in hybrid settings.

For the public communication of data-rich subject matters, storytelling has become a ubiq-
uitous topic and strategy in visualization research and development [363, 391]. There are signs
for similar developments in arts, humanities, and cultural heritage (CH) fields, where historical
sources and information about artists and cultural objects have been digitized and made succes-
sively available for a variety of interested user groups.

To fully tap into the potential of these cultural heritage data for visualization-based storytelling,
it is necessary to take the intertwined workflows of visual data exploration and story creation into
account: Many existing tools provide the means for the actual creation of stories, but do not sup-
port preceding practices of searching for CH data, of assembling and curating topic-centered data
collections, and for their (visual) analysis. However, stories about cultural heritage topics (be it as
an exhibition in a museum or in the digital world) are usually the result of a research process, where
curators search for relevant cultural objects and background information, analyze it in depth and
finally curate it, before they translate this information and their insights into a compelling narra-
tion.

The H2020-project InTaVia (In/Tangible Cultural Heritage: Visual Analysis, Curation &
Communication) aims to support this multi-stage workflow by (i) assembling a transnational
knowledge graph, which integrates information on cultural objects and cultural actors, (ii) by
creating an intuitive interface for searching information within this knowledge graph, (iii) a visual
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Figure 5.9: Iterative workflow model guiding the development of the InTaVia platform (arrows in blue),
annotated with the main modules data curation lab (DC lab), visual analytics studio (VA stu-
dio) and storytelling suite (ST suite) that cover each stage of this workflow.

Figure 5.10: Architecture of and information flow within the InTaVia platform, supporting a variety of cul-
tural heritage data practices with visualization-based interfaces, including activities of search-
ing, creating, curating, analyzing, and communicating for a large variety of user groups.

analytics studio for the visual analysis and curation of this information, and finally (iv) a visual sto-
rytelling suite for their translation into compelling visualization-based stories Figure 5.9 provides
an overview of the practice and workflow model guiding the InTaVia project, to which the overall
architecture of the platform responds. The design and development of the platform was informed
by ideation and evaluation workshops where we collected feedback from CH domain experts and
created case studies with them (e.g., “Traveling with Albrecht Dürer”, Subsection 5.3.5).

In the following, we first discuss related work on workflows in visualization-based storytelling.
Then we reflect on the implementation of components supporting these workflows within the
InTaVia platform as a whole, before we focus on the visualization-based storytelling components
that draw together interactive visualizations and rich-media content to interweave them with nar-
rative text annotations. Thus, InTaVia facilitates and fosters data-driven storytelling in a wide
range of arts, history and humanities fields, drawing on the modular and sequential architecture
of InTaVia to support the whole workflow when creating stories on cultural heritage information.

5.3.2 Workflows in Visualization-Based Storytelling

Considerations from different domains show that combinations of stories and visualizations are
well-suited to convey relevant overviews and essential findings or details in an entertaining and
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memorable way [38, 105, 363, 391]. To efficiently generate such insightful stories based on visual-
izations, several approaches and workflows were proposed.

Looking at the process of generating visualization-based stories, Dykes [105] describes the pro-
cedure as a series of successive steps, which trigger one another “like a line of dominos” (p. 33):
Data has to be (i) collected and (ii) organized to (iii) gain insight, which then (iv) can be commu-
nicated in a data story to recipients. Even clearer, Lee et al. [262] describe the generation of stories
as a three-phased visual data storytelling process: (i) explore the data, (ii) make a story, and (iii) tell
the story.

Recent approaches in narrative digital humanities also automatize parts of these processes to
automatically generate structured story points from large knowledge bases, or to extract them
from texts for their subsequent visualization [26]. In other fields (e.g., data journalism) there are
similar visualization-based storytelling systems with similar layout and workflows, such as for the
analysis and content extraction of social media data [376]. However, aside from early, experimental
work on fully AI-driven story creation, human minds remain the main drivers of the outlined
multi-stage workflows.

While the corresponding process models seem to follow a linear order at first sight, the actual
workflows require various iterations and cycles of re-exploring and re-collecting further data for
identifying and generating a story [262]. This is why a close interconnection of modules for query-
ing, curating, and analyzing data, together with a module for the creation of visualization-based
stories might suit these workflows better and has been chosen in the InTaVia project.

5.3.3 The InTaVia Platform: Knowledge Graph, Curation &
Visualization

The H2020-project InTaVia (“In/Tangible European Heritage – Visual Analysis, Curation &
Communication”, https://intavia.eu) develops a platform for the visual analysis, curation and
communication of CH information. As a main source, it has assembled a transnational and mul-
timodal knowledge graph for cultural heritage data to counteract some of the structural problems
resulting from siloed and separated data collections in digital cultural heritage realms [188, 291].
Among these problems, it primarily works to overcome the separation of databases for a) “tangi-
ble” cultural objects (such as paintings, sculptures, buildings or literary texts) and b) for “intangi-
ble”, contextual information, such as the biographical information on cultural actors and artists
contained in biographical and prosopographical lexica. The InTaVia knowledge graph draws to-
gether data from both types of knowledge collections and currently includes 22,347,784 triples on
111,551 actors from four different European prosopographical data sources (Austria, Finland, the
Netherlands, and Slovenia) with data on 172,370 related cultural heritage objects from Wikidata
and Europeana [287]. Next to information about persons and cultural heritage objects, the knowl-
edge graph includes entities for institutions (e.g., academies or universities), historical events (e.g.,
wars), and places. Whether person, assembly, or thing - InTaVia treats each of these entities as a
potential protagonist of a story, so that it can have a history of “biographical” events (e.g., birth,
creation, travel), including time stamps and relations to other entities.

The system’s architecture (Figure 5.16) was designed to support our guiding workflow model
(Figure 5.9) with cultural heritage data for users of the InTaVia frontend1. For the first step in the

1https://intavia.acdh-dev.oeaw.ac.at/
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Figure 5.11: Dürer’s journey to The Netherlands (1520-1521) in space and time including travel directions,
stops and events, and produced art works along the way. Visualized in the Visual Analytics
Studio. Based on manually curated data [157].

workflow, querying the data, users can constrain query parameters (e.g., names, occupations, date
ranges) either by form fields or by interactive visualizations (visual query builder with “scented
widgets” [68, 454]). For the creation (second step) and curation (third step) of data, users are
enabled to create new data, or edit and enrich existing data sets locally, in the module of InTaVia’s
“data curation lab”.

For the fourth step in the workflow, data can be visually analyzed either for individual entities
from an ego-perspective in a detail view (Figure 5.11) or for multiple entities in linked coordi-
nated views [461]. Different types of interactive visualizations are available based on the specific
data and with regard to CH experts’ related research questions: timelines, maps, and network vi-
sualizations. After they explored and gained insights on the data, users can move to the fifth step
of the workflow model and assemble the results of their visually supported query, curation and
analysis activities into visualization-based stories.

5.3.4 The InTaVia Storytelling Suite

The Storytelling Suite implements a two-staged storytelling process by the means of two func-
tional sub-modules: The Story Creator allows users to create dynamic slideshow-based sto-
ries [370] and the Story Viewer displays the resulting interactive stories in desktop and mobile
browsers.

Both modules are developed as responsive JavaScript web applications using contemporary
frameworks, including React [353] and Vue.js [442] for the interface, and MapLibre [283] and
D3.js [79] for the interactive visualizations.
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Story Creator

The Story Creator is the authoring component of the Visual Storytelling Suite, providing a user-
friendly interface for creating and editing slide-based stories enabling the seamless integration of
visualizations and other multimedia elements into the story. The data basis for stories is either orig-
inating from the InTaVia knowledge graph or from manually curated and imported data, which
is then utilized in the following workflow. Users can initiate new stories or re-import previously
exported stories. Throughout the project, we developed several multimodal, representative show-
cases that are available on the overview page. These stories provide a summary of functionalities
and aim to inspire the authoring of new stories. By clicking on a story name, users can access the
Story Creator and make changes to the content chunks and story flow including their embedded
visualizations.

Figure 5.12: Overview of the Story Creator interface: (1) data panel containing collections, entities, and
events, (2) main panel for adding visualizations and media content to slides, (3) story flow
panel with slide overview and content toolbar. The selected and highlighted event dots on the
map are zoomed and panned into the center of the screen during the presentation of slides in
the Story Viewer to set the focus on these specific events.

Content Creation and Editing. At the core of the Story Creator is the slide editor (Fig-
ure 5.12 (2)), where users define visualizations and content chunks within a slide. Users can either
incorporate visualizations created specifically for the story or reuse visualizations created during
the prior analysis in the visual analytics studio. Each story slide has a predefined, yet user-selected
layout dividing a slide into areas for visualizations and content chunks. We predefined a set of
layouts which also work well on mobile devices. To ensure this, we limited the number of pos-
sible visualizations to one per slide, whereby a maximum number of two content panels (able to
hold multiple elements) is allowed to enable the detailed discourse on multimedia content chunks.
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Users can customize the layout of content elements through drag and drop interactions within a
slide’s grid.

Slide Management and Flow Control. In the story flow panel each slide is represented by a
thumbnail card, which can be duplicated, deleted by buttons or rearranged using drag and drop
interactions. The Story Creator incorporates a further feature called nested slides that allows users
to create drill-down stories [391] to optionally provide detailed narration steps between the cur-
rent and next slide. This feature enhances the storytelling experience by enabling users to present
additional information or delve into specific details on demand without interrupting the flow of
the main narrative. Nested slides are useful for providing context, explanations, or supplementary
content within a specific segment of the story. The inclusion of the nested slides feature empowers
users to create multi-layered narratives, offering flexibility and depth in presenting information,
and providing a more flexible, immersive and interactive storytelling experience.

Visualizations and Interactions. To facilitate entity subsets, the Story Creator incorporates
the data panel (Figure 5.12 (1)) as list of entities and events. From there users can enrich or create
new visualizations by adding entities, such as persons or objects, and their related events into them
by the press of a button or drag and drop interactions. In the current state of the prototype it is
possible to utilize timelines and geo-spatial maps as visualizations within the stories. Since only
one visualization per slide is allowed, the choice of the used visualization type depends mainly on
the specific focus of the slide either on temporal or geo-spatial contextualization. Both of them
are similarly designed to display entities and their related events, supported by various coloring
modes to differentiate visually between entity-identities, event-kinds and a temporal color scale
[22] ranging from begin to end of the entity’s or event set’s time period. To minimize visual clut-
ter both visualizations contain the option to cluster events in donut or dot cluster glyphs as shown
in Figure 5.11. The various interactive elements of the visualizations and the interface are linked
together to react on common interactions such as mouse-overs. Selecting events within the visu-
alizations allows to focus on them during the story viewing to enable seamless transitions with
animations throughout the story slides during the presentation in the InTaVia Story Viewer.

Annotations and Content Chunks. By providing additional context and information through
annotating slides with multimedia contents such as text, images, and videos users add the narra-
tion and increase tangibility. More advanced content types such as multiple-choice quizzes and
the HTML-container hold the potential for gamification and further interactivity. Because of
the flexible layout options, the various content types can be combined with the visualizations
and arranged together. For example multimedia quizzes are possible through the alignment of
images/videos and quizzes. The HTML (“Hypertext Markup Language”) content type acts as
container to include further applications such as three-dimensional object renderings, other web-
applications or further visualizations, but also any other content by rendering of HTML. Each of
the content chunks is adjustable through a settings dialog to personalize the story’s visual elements
and create visually compelling and tailored narratives.
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Story Viewer

The Story Viewer is an integral part of the Visual Storytelling Suite, designed to enable users to
preview and experience the stories created in the Story Creator. The Story Viewer brings the cre-
ated stories with their configured visualizations and content chunks to life, providing users with
an interactive and engaging narrative experience. It enables seamless transitions between slides,
smooth visualization rendering, and includes interactive elements, fostering exploration, user en-
gagement and immersion in the storytelling process (Figure 5.13).

(a) Desktop layout (b) Mobile layout

Figure 5.13: Overview of the Story Viewer interface on desktop (left) and mobile devices (right) which or-
ganize map (1) and media content (2) either next to each other or in an expandable panel. The
four visited and selected stations on Albrecht Dürer’s travel to Italy are in the focus and anno-
tated by texts and an image for the tangible narration.

5.3.5 Case Study: Traveling with Albrecht Dürer

We illustrate the different functionalities of the Storytelling Suite with an exemplary story on the
influences of Albrecht Dürer’s travel activities on his oeuvre, which was generated by the Dürer
expert Anja Grebe [153, 157].

Albrecht Dürer (1471-1528) counts among the central figures of Western art history. Thanks
to his extensive travel activities and his widely sold prints, his works quickly spread all over the
globe and now form the pride of museums and collections worldwide [154]. Dürer is arguably
also one of the best biographically documented artists from the early modern times. One of the
best documented parts of his life is the so-called Journey to the Netherlands, thanks to a related
travel diary and to other contemporary sources [157].

For Albrecht Dürer’s life, three major journeys (two to Italy and one to the Netherlands) play an
essential role, as they have been deemed an undeniable factor and driver of both the development
of Dürer’s style and the development of his transnational reputation. Based on a geographical
analysis of Dürer’s travel activities and related cultural objects, two stories have been generated:
a macro story giving an overview on his life and work (see https://youtu.be/yRzNtX7Dmow) and a
more fine-grained story focusing on his journey to the Netherlands. While these two stories have
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been developed separately, they could also be presented in a nested fashion, where the user can
start from the biographical macro-story first, to explore parts of his life– such as the journey to
the Netherlands–in greater detail on demand in nested slides.

5.3.6 Discussion

Storytelling guidelines often assume that an intention or message stands above or behind every
story that should be conveyed. However, in order to get there, a large number of practices to
process and analyze different sources of information have to be conducted and orchestrated. In
the case of cultural heritage topics, the information has to be found, collected and unified, before
it can be processed elaborately. InTaVia demonstrates how this workflow can be supported in one
integrative platform—enabled by a modular architecture which provides tools to support these
different but interrelated steps of the workflow: (i) searching for data on related cultural objects
and actors in an integrated knowledge graph; (ii) (re-)creating missing data aspects, (iii) inspecting
and curating relevant data; (iv) visually analyzing and representing the data; and (v) creating stories
with these data and visualizations—as the presented case study shows in an illustrative manner.

While many of the resulting stories created by cultural heritage experts are compelling, we real-
ized that there are several limitations associated with our workflow:

(1) A decisive factor for the productive exploratory analysis of CH data is a certain richness and
interconnection of the knowledge graph—which is not given across the whole reach of the exist-
ing InTaVia graph.2 To overcome this problem, we take several routes: First, we currently aim to
increase the interconnectedness of entities by means of different NLP and AI-based enrichment
procedures. Secondly, we allow users to import their own datasets from different sources (manu-
ally generated or mapped to the InTaVia data model) and use our modules for visual analysis and
storytelling on them.

(2) Even though everyone tells stories, not everyone is a skilled storyteller—or knows how to
select data and design visualizations. We currently follow several threads and strategies to increase
guidance for users: a) We conduct a survey on visualization-based storytelling in the digital hu-
manities to explore and sketch out the corresponding design space. b) We study how specific
design features of visualization-based stories influence the attention, interest, and engagement of
recipients. c) We design guiding UI elements, which will be included in the interface to support
users unfamiliar to visualization-based storytelling.

The outlined workflow approach to visualization-based storytelling offers a chance to reach out
to domain-experts in the cultural heritage field, to catalyze intra- and inter-disciplinary collabora-
tion when creating such stories, and to inform and provide the interested public with compelling
stories on cultural topics in the context of museums, in cultural tourism, but also in classrooms.
By creating compelling visualization-based stories for various users and application domains, we
can catch the attention of casual users and create awareness on important cultural topics in a wide
range of arts and humanities fields.

2For some well-connected clusters within the data, we can demonstrate the feasibility of the approach, e.g. by search-
ing for actors related to Tuusula (an artist community at a lake in Finland) or the Wiener Künstlerhaus (an art
association in Vienna).
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Abstract: With this paper we introduce a new platform for visualization-based storytelling which
aims to close existing gaps for knowledge communication in cultural heritage and digital humanities.
On the one hand, data-driven storytelling in these fields has mainly focused on human protagonists,
while other essential focus entities (such as artworks and artifacts, institutions, or places) have been
neglected. On the other hand, storytelling tools rarely support the larger chains of data practices,
which are required to generate and shape the data and visualizations needed for such stories. The
InTaVia platform has been developed to bridge these gaps and to support practices of data retrieval,
creation, curation, analysis, and communication with coherent visualization support. We illustrate
the added value of this open platform with four case studies, focusing on (a) the life of Albrecht Dürer
(person biography), (b) the Saliera salt cellar by Benvenuto Cellini (object biography), (c) the artist
community of Lake Tuusula (group biography), and (d) the history of the Hofburg building complex
in Vienna (place biography). Numerous suggestions for future research arise from this undertaking.

5.4.1 Introduction

It seems safe to say that biographical research and related communication endeavors have weath-
ered long seasons of critical questioning fairly well. As the smallest possible “micro-analytical”
lens of historiography and the humanities, the study of individual biographies comes with the
risk of producing rather anecdotal, subjective, and hagiographic (i.e.overly reverential and uncrit-
ical) portraits of influential historical elite actors only, while neglecting historical context and the
analysis of larger societal (e.g., political, technological, or economic) trends [278, 302, 320, 331].
However, given the wide range of established macro-analytical perspectives in the field of history,
biographies keep playing an indispensable role for illustrating their bigger pictures and analyses
of broader trends, providing rich and detailed information for historical actors, and thus for “hu-
manizing” history and making its abstract concepts accessible and tangible for a wide range of au-
diences [358, 443]. In fact, many observers even diagnose a renaissance of the biographical genre,
invoking the notion of a “biographical turn” [302, 359]. Among other factors, this development
has been driven by the successful (a) generalization of the biography concept, but also (b) by the
rise of digital humanities methods and tools, promoting new ways of biographical investigation
and representation.

a) From person to object biographies: Transcending the traditional focus on human actors,
the genre of “object biographies” has managed to shift the historical focus from human protago-
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nists to the study of cultural artifacts or things in general, which also fosters the study of human-
object interrelations [151, 241]. Gosden and Marshall spell out the consequence of such a hybrid
(i.e. person-and-object oriented) approach for the narratological standard lens of anthropocentric
hero journeys: “At the heart of the notion of biography are questions about the links between peo-
ple and things; about the ways meanings and values are accumulated and transformed” [151, p.172].
A first aim of this paper thus is the discussion of consequences for present-day storytelling: How
can we facilitate post-anthropocentric storytelling, where all kinds of entities can become the ‘hero’
of a cultural narrative? Related methods will arguably help to not only open up the protagonist
position for non-human entities with relevance in digital history and cultural heritage fields (such
as artworks, institutions, or places) [81, 177], but also for all sorts of “posthumanist” assemblies in
ecology, science, technology, and society contexts [24, 37, 44, 183, 209, 264, 480]. Even further ob-
ject narratives emerge with their digitization, as multiple facets and information layers are added
[479].

b) Digital biography methods, tools, and workflows: In addition to conceptual shifts, dig-
ital augmentations of humanities research methods have opened up new options and avenues
for biographical research and knowledge communication [45, 46, 89, 90]. Digital language and
image processing methods started to work their way into biographical and cultural knowledge
collections, to extract large amounts of structured data and to semantically annotate depicted or
described entities. Linked data initiatives then started to classify and combine related entities to
build up bigger knowledge graphs of multiple types of cultural resources. These graphs often
connect large numbers of nodes of different entity types, media, and data schemata by multiple
kinds of semantic relations and thus provide a rich source for the visual analysis and (narrative)
communication of biographies and cultural heritage topics in general [55, 86, 91].

Research questions: With this paper, we document a recent effort to build on the outlined
developments in biographical research, as well as digital humanities (DH) and cultural heritage
(CH) fields—and to close existing gaps for related data, visualization, and storytelling tools (see
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focus on integrating multiple data, media and practices which have been mostly separated so
far.
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Figure 5.14). A number of questions and objectives guided this work within the H2020-project
InTaVia (https://www.intavia.eu):

a) How can we assemble a transnational knowledge graph, which draws together existing bi-
ography and object data resources?

b) How can we facilitate knowledge communication with data-driven, biographical story-
telling? How can we avoid overly human-centered narratives to support storytelling with
all sorts of entities relevant in the fields of DH and CH?

c) How can various visualization methods support storytelling in an integrated fashion?

d) How can further media content enrich these stories?

e) How can we support whole workflows of data practices needed for visualization-based sto-
rytelling, including data search, creation, curation, and (visual) analysis?

In the following, we reflect on related work of visualizing biographies and telling related stories
(Subsection 5.4.2) before we introduce the InTaVia project and the integrated InTaVia knowledge
graph. We developed a platform that supports whole workflows with biographical data, including
visualization-based storytelling (Subsection 5.4.3). Four case studies illustrate the practical and
theoretical potential of such approaches to biographical storytelling (Subsection 5.4.4), while a
more general discussion sketches out future challenges for research and professional practice re-
lated to DH and CH (Subsection 5.4.5).

5.4.2 Related Work

In CH and DH fields, data visualizations are known for their potential to support the study of
both large and small text collections, thus facilitating activities of “close” and “distant reading”
[201] or “viewing” [16]. In this section we summarize related efforts with a specific focus on biog-
raphy data—both for person and object biographies. While doing so, we will look more closely
into methods of narrative visualization design [391]—as biographical writing naturally translates
into narratively structured source data—and proceed from visualizations of person biographies
and object biographies to aggregated visual storytelling approaches in these fields.

Person Biography Visualization

As for research into persons’ lives (Figure 5.15, top left), various visualization approaches have
been utilized to enable the visual investigation and representation of biographical data. Concern-
ing specific cross-sectional visualization techniques, we frequently encounter maps [85, 350] and
graphs (i.e., network visualizations), which lend themselves to the visual representation of net-
works between persons, things, and any other entity relevant for person biographies (such as in-
stitutions, places, sets of things) [168, 197, 230, 326, 431, 444, 447]. But also any other visualization
type can help to analyze specific (e.g. set-typed or statistical) characteristics of biographical data,
depending on the analytical focus tasks [139, 219, 224, 267]. These standard views also can be com-
bined as dashboards or multiple coordinated views to represent various facets of biographical data
in parallel [198, 222, 378].
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Figure 5.15: Overview of visualization techniques, including narrative visualization designs (center and
right), supporting the analysis and communication of biographical data, whether from per-
sons or things (left).

The essential temporal orientation of biography data (see Figure 5.15, temporal components
highlighted in blue) frequently promotes and requires the visual encoding of time—which in its
purest form is done by biographical time visualizations [7, 67, 219, 220, 245] in either individual,
faceted or aggregated fashion [48]. Time visualizations can be easily combined with cross-sectional
standard views (e.g., maps with coordinated timelines) for their spatio-temporal enhancement
[190, 202, 336, 384], or it is a range of other encodings which encode the time-oriented aspects like
sequences of events in person biographies. Among them are color scales (mapping time to color)
[22, 271], animation (mapping time to movement) [141], space-time views (mapping time to a third
dimension) [19, 462], annotation of dates (mapping time to numerical symbols) [410], or combi-
nations thereof [149, 457] to balance the distinct strengths and limitations of specific temporal
encodings.

How Time-Orientation Translates into Narrative Designs

Closely related to the visualization of time are narrative designs (Figure 5.15, right), which are of
specific interest to tell the stories of individual lives in a temporally faceted fashion. They can be
implemented using a whole toolbox of narrative means, moving visualizations of biography data
into the field of “visualization-based storytelling” [251]. Storytelling with data and visualizations
is getting more and more popular and related surveys analyze the manifold approaches for “data-
driven storytelling” in specific fields such as data journalism [296, 363, 391], data videos [6, 469],
scientific publications [427], and DH [251]. Related surveys on visualization-based storytelling
analyze further characteristics such as linearity, user freedom, representation, scale, and layout [20,
48, 391, 427], but also emphasize story tropes, genres, and the interactive implementation methods
to define the progression through the story thread (e.g. data comic, slideshow, scrollytelling, see
Figure 5.15, right) [251, 370].

To convey biographies as visual and interactive stories (e.g., utilizing visualizations in lieu of rich
multimedia content and connecting them with a story thread), visualization-based storytelling
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tools focus on maps [235, 384], timelines [236, 426], graphs [23, 122, 227], or other types of chart
visualizations [160, 234, 321]. These tool sets are then used to tell stories of famous biographies [12,
34, 82, 173, 438] or to narrate personal insights related to individual fates [362, 411], which again
often represent the (hi)stories and fates of larger groups or collectives [160, 186, 231].

The relevance of such storytelling in CH and DH comes from the natural fit of narrative de-
signs with the omnipresent time-orientation of the data and from manifold options to create
compelling collages of information, which interweave the bigger pictures of visualizations with
contextual story threads, but also with rich media content such as portraits of persons and scenes
from their lives. In the particular cases of cultural actors and artists, biographies are inseparably
interconnected with their creations of art [138, 144, 237, 285, 286, 342, 403]; entrepreneurs [125] or
military leaders [321] are connected to objects, buildings, or places throughout their live times.

Object Biography Visualization

As for object biographies and histories of things, we find a notably smaller but similar pool of
work leveraging visualization techniques for exploring, analyzing, and communicating the “lives
of things”. Prominent person-centered visualization techniques also dominate this visualization
genre: Maps [295], graphs [280, 341, 347], charts [222, 286, 304], and timelines [193, 252] are used
to depict various events of object biographies. The matter of time and changing circumstances
seem to become more important because of the longer lifetimes of objects throughout centuries,
but on the other hand, the dating of events gets more uncertain [224]. Again, color coding [115]
or trajectories [207, 336] are used to encode time within other visualizations, like maps. Asso-
ciated multimedia content is shifting from the depiction of humans to things, using photos,
scans [229], (sound) recordings, 3D models [396], or other sorts of “digital twins” of cultural ar-
tifacts [474]. Such digital depictions or reproductions of cultural objects—often also addressed
as “digital relatives”—can also be analyzed as derivates and cultural artifacts of their own, with
specific characteristics and biographies, so that the stories of digital objects (as non-trivial digital
extensions of object biographies) becomes a noteworthy subject matter themselves (see Subsec-
tion 5.4.5) [15, 479].

Especially the use of 3D modeling to represent physical objects, their evolution, and (hi)stories
is prominent: Here, the models are explorable in their three-dimensionality to increase tangibility
[25] or animated paths through the models guide the story progression [316, 322]. A few solutions
for such 3D storytelling editors to create tours and enrich with further multimedia exist [110, 316,
400], especially within the field of museum exhibition design. The potential for interactive and
multi-entity storytelling lies in the disentanglement of hidden stories in-between objects and per-
sons [28, 467]. In museums, the concrete objects are sometimes augmented by interactive (e.g.,
gamified) elements or visualizations [126, 248] to add more context. Still, physical objects are also
used as tangible interfaces (i.e., controllers) between the real and virtual world [69, 128]. Because of
the close connection between CH actors and objects, many story examples shed light on a person’s
creations tightly knit together with their biographies [99, 138, 228, 403]. Similar to these person-
centered stories, specific, highlighted examples act as representatives for larger groups forming the
(hi)story of whole object-centered topics [126, 140, 253, 286, 402, 437].
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From One to Many Entities

While biographical research necessarily starts from selected singular entities, every contextual re-
flection equals a zoom-out shot that reveals their embedding in collections, aggregates, or sets of
entities. For persons: families, groups, schools, institutions, etc. (covered by “prosopographical”
studies) and for objects: lifework collections, GLAM collections, art-historical formations, and
aggregations (covered by collection studies and art history). Visualization can support research
in both fields, including prosopography visualization [172, 220, 267, 460], and cultural heritage
collection visualization [33, 222, 252, 414, 432, 458]. To create overviews on those collections geo-
spatial origins are illuminated using maps [336, 402, 422] and their development over centuries
with timelines [170, 220, 389]. Glyphs are prominently used to depict the distribution of various
entities within a grouping (e.g., to avoid visual overlap) on maps [253] or temporal histograms
[147]. The inter-linked entities and their evolution within network graphs for whole collections
are naturally analyzed within network graphs [197, 267, 280, 341] where clusters and outliers within
a larger group become visible. Accompanied is this by supportive visualizations where often the
focus lies on the statistical analysis within charts [253, 280, 286] for example via theme rivers and
histograms [220, 286] to depict specific characteristics of the collection data sets.

Research and Development Gaps

While the outlined DH and CH visualization field is an emerging and thriving one, various gaps
require closer attention to fully support the analysis and storytelling on various entities via visu-
alizations in a comprehensive manner. More specifically, a lack of generalized multi-protagonist
storytelling tools (e.g., covering persons and things from one to many entities), a lack of multi-
visualization-tools (e.g., covering maps and graphs and timelines), and a lack of multi-practice tools
(supporting visual analysis and storytelling and all sorts of data preprocessing) is asking for more
synoptic and functionally integrated solutions.

5.4.3 The InTaVia Platform

The H2020-project “InTaVia” (In/Tangible European Heritage: Visual Analysis, Curation &
Communication) presents a holistic approach to cultural heritage integration and presentation.
By constructing a transnational knowledge graph (Subsubsection 5.4.3), InTaVia connects iso-
lated data collections, bridging tangible cultural heritage like paintings and sculptures with in-
tangible cultural heritage such as biographical information. This integration of data on cultural
actors and heritage objects from various European sources, along with information on institu-
tions, historical events, and places, offers a more comprehensive view of cultural heritage. The
InTaVia platform, whose architecture and data flow is illustrated in Figure 5.16, consists of three
main modules that support various cultural heritage data practices: The data curation lab (DCL
lab, Subsubsection 5.4.3) covers searching, creating, and curating data, the visual analytics studio
(VA studio, Subsubsection 5.4.3) provides solutions for analyzing and interpreting data, and the
storytelling suite (ST suite, Subsubsection 5.4.3) offers the means to communicate information to
non-expert audiences through visual stories. In the following, we will provide more details about
each platform module.
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Figure 5.16: Architecture of the InTaVia platform, supporting a variety of cultural heritage data practices
with visualization-based interfaces, including activities of searching, creating, curating, analyz-
ing, and communicating for a variety of user groups.

The InTaVia Knowledge Graph

InTaVia brings together data from four national biographical dictionaries: Austria (APIS), Fin-
land (BiographySampo), Slovenia (SBI) and the Netherlands (BiographyNet). These biographical
data have been harmonized to match the InTaVia Data Model IDM-RDF [106], which is based
on CIDOC CRM [94]. After their integration, for each actor related cultural objects have been
retrieved from Europeana and Wikidata.

The current InTaVia Knowledge Graph contains 24,588,310 triples on 165,960 actors from
Austria, Finland, the Netherlands, and Slovenia, 3,257 institutions, 230,068 cultural objects from
Europeana and 160,239 from Wikidata, as well as 24,446 places (see Figure 5.17). The majority
of the biographical events stem from the 19th and 20th centuries.

The InTaVia Data Curation Lab

The DC lab is the entry point into the InTaVia platform by connecting it to the InTaVia Knowl-
edge Graph (IKG), offering interfaces to search, inspect, collect, and curate information on the
vast CH data that includes persons, objects, institutions, and places. Subsequently, we will give a
brief overview of its features.

Querying Data: Users can access the knowledge graph through queries, which can be cus-
tomized based on specific parameters like text labels, entity types, or relations to specific entities.
This allows for targeted searches and retrieval of relevant CH entities. Query results are shown
in a list where each entry provides a summary of the respective entity, such as its label, type, and
number of related events. Additionally, the result set can be narrowed down further interactively
in a visual overview of the returned entities. To manage retrieved entities and reuse them across
all platform modules, they can be organized in user-created collections.

Collecting Data: Collections are used throughout the DC lab, VA studio, and ST suite as
user-defined sets of entities to save and manage the data that users are working with. They can
add individual entities or entire query result sets to a collection. Furthermore, the DC lab allows
locally importing data from different sources like Excel sheets or JSON files. It is important to note
that this data is not shared with the IKG, nor is the IKG updated when entities are locally edited.
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(a) The InTaVia Knowledge Graph with actors in dark
and objects in light green, generated with Cosmo-
graph [368].

(b) The number of entities by type (top) and temporal
distribution of biographical events (bottom) in the
InTaVia Knowledge Graph.

Figure 5.17: The InTaVia Knowledge Graph contains historical actors, cultural objects, institutions, and
places—with a focus on the modern era from 1800 onward.

All the available information on an entity is presented on a detail page that includes network, map,
and timeline views on their related entities and events, in addition to media files and a biographical
text.

Creating & Curating Data: A specialized environment enables users to create and curate
data in the DC lab. This step ensures the accuracy and richness of the data from the knowledge
graph, integrated with locally imported data. Besides basic entity information like labels, linked
URLs, and occupations, users can also enrich an entity’s events and relations to other entities.
Additionally, they can create new entities not represented in the knowledge graph. These rich
curation features give users complete control over their data used for analysis and storytelling in
the consequent steps.

The InTaVia Visual Analytics Studio

The VA studio module of the InTaVia platform provides temporal, spatial, and relational per-
spectives on cultural heritage information. To this end, users can create coordinated visualiza-
tions in flexible workspaces with adaptable multi-panel layouts that provide synoptic views with
several perspectives on the data simultaneously. These tools help understand the connections and
patterns within their data collections, making it easier to draw insights.

The three visualization types supported by the VA studio are maps (including a space-time-cube
option), and network graphs and timelines. Visualizations can be customized to fit the current
information-seeking needs. Multiple alternatives for color encoding (e.g. by entity type or by
time) enable different perspectives on the data. Various clustering methods, like donut charts or
bee swarm clusters, prevent occlusion and visual clutter in analysis scenarios with many events in
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Figure 5.18: The Story Creator interface with the story on Albrecht Dürer. The data panel on the left lists
the entities in the collection, the editor in the center allows to create slides with a combination
of visualization and multimedia content, and the story flow component on the right allows to
manage the slides and the story flow.

close spatial or temporal proximity. In addition, features like visualizing life paths with trajectories
on maps or in space-time cubes support demanding analysis tasks. Moreover, the visualizations
created in the VA studio can be re-used in the final stage of the workflow by incorporating them
into visual stories.

The InTaVia Storytelling Suite

The final step of our workflow involves compiling the insights derived from the analysis into vi-
sual stories. This aspect is crucial for presenting cultural heritage information in an engaging and
accessible manner. By the possibility of treating each entity (person, object, institution, place)
as central figures in their own narratives, InTaVia offers a unique and customizable approach
towards enhanced accessibility, and enriched user experience by providing a more in-depth, and
connected understanding of cultural heritage.

The Story Creator, as the first component of the Visual Storytelling Suite, instantiates an in-
novative concept for crafting multimedia-rich, interactive slideshow-based stories. It integrates
several features to enhance the storytelling experience (see Figure 5.18):

Content Creation & Editing: The central component is a slide editor, which allows users to
create and organize their content visually. It allows to combine novel or pre-existing visualizations
from the VA studio with other media into unique layouts, with a focus on editorial ease of use and
well-structured, appealing results.

Slide Management & Flow Control: This feature provides an easy way to manage multiple
story slides through a thumbnail-based panel, where users can create, duplicate, delete, or rear-
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range slides. It is possible to create “nested slides” for additional depth by more detailed substories
within the main narrative [391].

Visualizations & Interactions: Regarding different types of visualizations, the Story Cre-
ator supports a unique mix of methods: While various “single-method”-tools exist (such as Sto-
ryMapJS [235] or TimeLineJS [236]), the narrative assembly of maps, timelines, and network
graphs has not been possible before. InTaVia’s story creator allows to create stories with all of
these visualization types in an interactive fashion (i.e. including details on demand and options
for further exploration), which is a crucial aspect to engage an audience. To that end, it uses mod-
ern, responsive design elements that are compatible with both desktop and mobile browsers.

Multimedia Content & Combinations: All visualizations can be enriched and combined
with various multimedia content, such as text blocks, images, videos, 3D models, and HTML
content. The integration of interactive elements such as quizzes or external media and 3D render-
ings adds to the richness and versatility of the stories.

The Story Viewer, as the second major component of the Visual Storytelling Suite, provides the
missing link to story audiences and fosters the interactive reception of stories developed with the
Story Creator. It brings stories to life through dynamic visual elements, ensures smooth transi-
tions between slides, and delivers high-quality visual renderings in a responsive manner to sup-
port mobile devices. Additionally, it incorporates interactive features that significantly enhance
user engagement, providing an immersive storytelling experience. Its design focuses on maintain-
ing user interest and involvement, thus setting a new standard for visualization-based storytelling
technology.

In its entirety, the Storytelling Suite offers a comprehensive solution for creating engaging, in-
teractive, and visually appealing stories with a first-time combination of multiple visualization
types. Its focus on dynamic content, interactivity, and user-friendly design makes it a valuable
tool for a wide range of applications, from educational storytelling to cultural tourism, profes-
sional presentations, and data-driven narratives.

In conclusion, the holistic workflow of the InTaVia platform (illustrated in Figure 5.14, right
hand side, and in Figure 5.16 center right) supports multiple practices from finding and curating
cultural information to analyzing and exploring it to communicating it in engaging visual nar-
ratives. While this appears at first like a straightforward step-by-step process, reality often differs.
Usually, many loops and jumps between the steps occur until all details of a biography are explored
and understood. While analyzing the data, missing attributes or links might be discovered, and
the need for additional visualizations might arise when authoring a visual story. Accordingly, the
InTaVia platform and our workflow allow seamless switching between DC lab, VA studio, and
ST suite to foster this iterative process. Users can enter the workflow at any stage and effortlessly
jump between the steps, turning the platform into a powerful multi-practice tool.

5.4.4 Use Cases

Given the outlined combination of features—which stories are possible for which types of “heroes”?
This section presents four narrative use cases revolving around different kinds of entities: persons,
objects, groups, and places. These stories emerged from associated cultural or historical research
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Figure 5.19: Overview of the story on Albrecht Dürer’s life.

projects and from co-design processes involving visualization experts, media designers, and do-
main experts.

Person Biography: Albrecht Dürer (https://youtu.be/3MRpasJiLqI)

The story of Albrecht Dürer gives an introduction to his life, including visual representations
of his biographical data and related cultural objects. It is targeted at the general public with an
interest in art history. The underlying data has been manually curated by Anja Grebe and draws
from her prior research on Dürer’s life and work. [155, 156]. A sub-story deals with Düerer’s
journey to the Netherlands, for which she studied his diary, which gives a highly detailed travel
record [157]. The biographical data has been enriched with related media on Dürer’s artworks and
uncertainty information [460], to illustrate how biographical events and movements influenced
his artistic ouevre.

Plot: The story recounts the life of the German artist Albrecht Dürer from birth to death. Re-
cipients thus can contemplate important works and turning points of the life of this exceptional
artist: his education, his family, the development of his craft, his travels and his international suc-
cess. A combination of descriptive and narrative texts, visualizations, and images shows how life,
business, and artistic work are interrelated. While the main story conveys a biographical overview
of important events and travels in Dürer’s life, it offers to branch from the main narrative into
Dürer’s journey to the Netherlands in 1520.

Narrative visualization: The story combines interactive map and timeline visualizations to let
readers trace and explore significant events and milestones in Dürer’s life, revealing travel patterns
and his overall life path. Seamless transitions between selected points in the visualizations on dif-
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Figure 5.20: Overview of the story on Cellini’s Salt Cellar reporting on it’s trajectory and theft but also
offering insights into it’s creator’s life.

ferent slides support users in following the course of his life and his travels. While users can con-
sume the story passively and only interact with the slide navigation, they can also freely explore
the map and timeline visualizations.

Object Biography: Cellini’s Saliera

The Saliera story revolves around a biography of a single cultural heritage object: The golden
salt cellar Saliera is a masterpiece of Rennaissance art by the Italian goldsmith Benvenuto Cellini,
which came to renwed fame due to its theft and rediscovery. The story is targeted at the general
public and interweaves object information with biographical aspects of its artist and information
on other related persons. The data has been manually generated by Maximilian Kaiser and en-
riched by members of the project team for an experimental study on story designs.

Plot: Foreshadowing the recovery of the stolen golden salt cellar in 2006, the history of Cellini’s
masterpiece is told chronologically: From its first conceptualization by Benvenuto Cellini in the
16th century, where it was deemed unfeasible by the original sponsor, to its actual production for
the French king Francis I, who gave it to the Austrian archduke as a present. Later on, it became
forgotten until J.W. Goethe translated Cellini’s biography into German and interest in the artist’s
work arose again due to his wild and turbulent life, mixing high art with murder and other crimes.
Eventually, the Saliera became one of the most prominent exhibits at the Art Historical Museum
in Vienna. In 2003, during construction work at the museum’s facade, it was stolen from the
museum in a spectacular heist, to be recovered again after years of investigations in a wood near
Vienna, so that it is now on display again.

Narrative visualization: Visualizations mainly focus on the object data and depict the biogra-
phy on a timeline and on a map, enabling users to trace and interactively explore significant events
and milestones of Cellini’s Saliera, revealing transportation patterns and important events.
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Figure 5.21: Overview of the story on the Tuusula lake community shedding light on the historical devel-
opment of a close knit artist community settling around a Finish lake.

Set Biography: Tuusula Lake (https://youtu.be/_9gr62cg85w)

This story centers on a prosopographic data set, aggregating the biographies of multiple persons
related to the Finnish Lake Tuusula into a collective narrative. The target audience is the general
public with an interest in art and cultural history. The biographical information of the artists
has been gathered from the Intavia Knowledge Graph (IKG). New cultural objects for the houses
have been created and merged with the data from the IKG [342].

Plot: The story focuses on a group of influential Finnish artists who settled to live around Lake
Tuusula in the early 20th century—and on the creative network generated among them. After an
introduction, the recipient is guided to important places around Lake Tuusula and introduced to
the actors, important events in their lives, and some of their works.

Narrative visualization: The story starts with two visualizations introducing the Tuusula lake
community as a group: (1) A map visualization conveys the cosmopolitan character of the com-
munity, which was active all over Europe. (2) A network visualization of all important actors
of the community depicts how close-knit the artistic collective around the lake was, leading to
influences and paintings of each other.

After setting the scene, the story focuses on a map of Lake Tuusula, which guides the user
around the artists’ residences along the shore. For each artist, a timeline illustrates the most im-
portant life events—with a selection of them highlighted, while the others can be explored by the
readers.
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Figure 5.22: Overview of the story on the Hofburg castle in Vienna, Austria, utilizing 3D renderings of
historical stages of the castle and a further interactive 3D model plus augmented reality exper-
iment.

Place Biography: The Building History of the Vienna Hofburg
(https://youtu.be/VfMtttzMtJ4)

The Hofburg story is both a place and a complex architectural object biography in Vienna, target-
ing the general public with an interest in imperial and cultural history, as well as tourists visiting
the building complex of the Vienna Hofburg. Though it appears to be one coherent building
complex today, it was built in steps and phases over centuries as a symbol of the Habsburgs’ power.
The data has been manually generated by Richard Kurdiovsky and project colleagues and is based
on a major research project by the Austrian Academy of Sciences [216, 246, 277, 390, 418, 451].

Plot: The story tells the construction history of the Hofburg in Vienna from its founding in the
13th century until today. Over the course of centuries, it developed from a basic fortified castle
to a huge palatial building complex as the power and empire of the Habsburg monarchy grew.
Visual representations of different construction phases and building objects are shown in historic
drawings, plans, prints, and 3D renderings. This story also branches into a detailed description
of the Hofburg’s building state around 1590 (which could be added for each of the presented
building states in a similar way).

Narrative visualization: As the story focuses on a whole place of imperial living, a map visual-
ization is the central visualization component, around which the story unfolds. It enables viewers
to better comprehend the location of different buildings and the growing size of the palatial build-
ing complex. The map is complemented by 3D renderings of the Hofburg, which visualize the
size of the building complex at each development stage. At the end of the story, users can explore
the building complex with the 3D engine of Google Streetview.
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Comparative Summary

The stories outlined above center on different kinds of heroes: a person (Albrecht Dürer), an ob-
ject (Cellini’s Saliera), a place (the Vienna Hofburg), and a group (the Tuusula Lake community).
While each story has its unique characteristics, we can observe several commonalities:

(1) Setting: At the beginning of each story, the spot is put on a “hero”, setting the scene and
introducing the main actor. Depending on the entity type, different kinds of information are
given: For the person it is the life range and occupation, for the object it is the temporal and
regional origin together with its creator, for a place it is the spatial context, and for the group
it is the members. But independent of entity type, the initial emphasis of all settings is on the
importance and specificity of the protagonists: Why are they of interest? Why are their stories
told and why should the recipient care and follow the narratives?

(2) Visualization: Due to the inherent temporal nature of biographies, all stories make use
of time visualizations, which greatly helps to guide viewers through important events and stages
of the heroes’ lives chronologically. Depending on the entity type, other types of visualizations
then provide complementary support for the comprehension of a story: For instance, a network
visualization emphasizes how a group of actors is related, while maps make movement patterns
transparent and help to locate places.

(3) Linking the visualization with the story flow: For visualization-based stories, users should
be supported to create links between the textual paragraphs which mostly carry the narrative and
interconnect the visualizations and other media [260, 459, 477]. In our use cases this is realized
threefold: By placing related text blocks and visualizations side by side, by highlighting relevant
data points (places on the map or events on the timeline), and by showing transitions between
different places or events.

(4) User Experience & Engagement: How engaging a story is, does not depend on the kind of
entity, but rather on narrative design patterns: For example, whether story hooks are presented at
the outset or in the midst of a setting, whether tension is built up successively and developed by a
narrative arc, or whether surprising turns or facts are presented within the story, which (re)kindle
the viewer’s attention . Arguably, story recipients can more easily identify themselves with human
actors than with a salt cellar or with a building. However, by changing our perspective or by
combining multiple types of entities we can “humanize” and dramatize such stories, as is shown
in the Saliera story, where its creator is prominently featured. We will come back to this point in
the discussion.

5.4.5 Discussion

Various questions arising from the outlined endeavor seem to be of general relevance for story-
telling within DH and CH fields. We start from the assertion raised in the paper title and discuss
questions of scalability and visualization design, but also challenges and opportunities opened up
by novel technologies like Large Language Models, Artificial Intelligence and Mixed Reality. Fi-
nally, we elaborate on implications for DH and CH practice.

Can Every Thing be a Hero? The InTaVia project created a knowledge graph and a platform
that allows modeling visualization-based stories on any kind of entity available as a “node” in the
graph. Obviously, this does not imply that each (kind of) hero story has to be equally successful
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in terms of user engagement and learning. User engagement is oftentimes questioned when it
comes to non-human entities (e.g. physical CH objects). To address this question, we recently
conducted a pilot study in which we compared stories on human actors with stories on cultural
objects [292]. For object stories, the study participants indeed reported slightly lower levels of
engagement. A possible explanation could be that objects are more frequently perceived as passive
entities, whose course is only influenced by others’ actions. Still, objects such as artworks, weapons
or tools obviously influence persons and other entities and can be analyzed as protagonists—we
just have to shift our perspective. But also the dominant form of metadata for CH objects makes
their “biographical” analysis and representation difficult: Objects frequently have only one (or a
few) structured events (“has been created by”), whereas person biographies are (even if frequently
also only in textual form) a more event-focused genre. Further interesting object events (such
as restorations, modifications, sale, theft, destruction, interpretations or inspirations) and their
involved related entities are rarely documented. However, biographical visualizations depend on
rich and structured event data—no matter which kind of entity. How much engagement and
interest a specific (type of) hero triggers, depends also on the recipient of the story. For example,
identification with the story protagonist is known to increase engagement. But also the right level
of story complexity, which matches the recipient’s available cognitive resources for processing and
sensemaking—and deviations both upward or downward put a positive reception in jeopardy.

Advancements in technology, such as AI-driven data analysis, natural language processing, and
machine learning, empower storytellers to uncover and present complex narratives around non-
traditional protagonists which are adapted to a user’s needs and interests. These technologies can
identify connections, patterns, and significant aspects that might not be immediately apparent,
thereby elevating various entities to the role of the protagonist in their unique narratives. Also
their ability to generate new (fictional) content impersonating different roles and styles can spark
creativity or streamline storylines [377]. Furthermore, identification with a protagonist can also
be triggered by tangible cultural objects or places, which are augmented by visualization-based sto-
ries. Such extended realities blur the barriers between the digital and real story worlds and allow
to directly link physical objects and places of cultural importance to their digital derivates, further
digital multimedia content, and visualization-based stories.

AI and Large Language Models: The use of advanced Artificial Intelligence (AI) and Large
Language Models (LLMs) is of crucial importance to CH research [131] and visualization-based
storytelling [26, 166]. Hence, it may also be promising for biographical storytelling and introduce
advantages, especially in detecting and combining the complex connections and interrelations be-
tween cultural objects and their historical context rendered in large data sets, knowledge graphs
or unstructured sources. Using generative language models in the creative writing process can as-
sist in generating narrative content [472], which is relevant to authoring interconnected stories in
CH. AI algorithms are proficient in pattern recognition, which allows them to reveal concealed
links between an object and related entities, such as other objects, persons, places, or events. This
proficiency may enhance the storytelling authoring process, providing a more intricate and inter-
connected narrative. The technologies’ capacity to process and analyze large datasets can unveil
intricate historical and cultural relationships, providing profound insights into the journey and
impact of each object. The use of AI and LLMs may allow for dynamic, context-driven, and real-
time adjusted storytelling instead of providing sequentially rendered, fixed story content. How-
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ever, it is important to take into account potential historical inaccuracy and missing cultural sen-
sitivity to ensure that the stories they help create are informative, respectful, and reliable. Thus,
future research must focus on developing the integration of AI technology into object-driven sto-
rytelling while also addressing its inherent risks, such as inaccuracy and unreliability.

Extended Reality (XR), Object Presence, and the Metaverse: The utilization of mobile ap-
plications and AR in CH settings, such as museums or heritage and archaeology sites, holds great
potential for more immersive and engaging story experiences [71, 332, 334]. In analogue exhibition
settings, objects can be points of departure for storytelling, when they are augmented with digital
information through smartphones and wearable technology. As such, story audiences can directly
interact with real objects on site and gain from the ‘aura’ of original artworks, which promises to
enable richer, more meaningful experiences and deeper understandings of the object’s significance
and history [367]. The rapid growth of XR and the Metaverse presents new opportunities for sto-
rytelling in the CH sector. The availability of not only 3D objects, but also a rich, interactive,
persistent, and fully immersive environments for object and story interaction opens up deeper
possibilities that still need to be researched and developed. Stories about objects or other entities
traveling through time and space, interacting with different people, and being involved in events
can be mapped onto “space-time cubes” [463]. Thereby new options for hybrid knowledge explo-
ration and navigation and new forms of collaborative access emerge [263].

Digital Representations as Extensions of (Object) Biographies: The digital age has redefined
and reframed the concept of object biographies, considering not only the historical and physical
journey of an object but also its digital footprint [479]. Digital derivatives and user-generated
content enhance the biographies of objects, offering insights into changing eras, circumstances,
and the entities connected to these objects. This digital dimension adds layers to the narrative,
which make it richer and more complex. The proliferation of social media and digital platforms
facilitates the continuous recreation of objects and the inspiration for further works. This dig-
ital presence ensures that objects reach a wider audience and engage in an ongoing process of
re-interpretation and re-imagination, which contribute to the evolving biography of an object,
which again re-shape the perception and significance of the object over time. But also the objects
themselves often represent broader narratives or values, such as superiority over other nations.
Their digital representations reinforce and disseminate these narratives to a global audience and
open the discussion of their changing conception and debate.

However, this digital reproduction and representation of objects raise questions about owner-
ship, copyright, and privacy. As objects’ biographies expand in the digital realm, navigating the
legal and ethical implications of digital ownership— especially with easily available generative AI
possibilities—becomes increasingly complex. This multifaceted nature of object biographies in
the digital age, emphasizes how digital platforms and user engagement not only document but
also actively contribute to the life histories of objects.

Implications for Practice: The current state of the CH industry indicates that GLAM insti-
tutions have successfully incorporated digital databases and tools for mediation, education, and
storytelling. Museums, for example, are increasingly offering on-site mobile apps and interactive
media experiences to enrich visitors’ knowledge and experience of their exhibits. As museums are
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mostly object-focused, they are primary candidates for using multi-entity storytelling methods as
discussed in this article. However, some challenges and issues need to be addressed in order to fully
exploit the existing potential. These include (1) skills, (2) data accessibility, and (3) technology: (1)
Concerning skills, cultural educators and other GLAM professionals must broaden and enhance
their competencies for different storytelling formats, media types, interaction modes, and data
relationships [3]. An analysis of digital storytelling practices highlight the impact of technology
on story production and the need to increase data and tool literacy [92]. (2) Concerning data ac-
cessibility, CH practitioners still rarely exploit the opportunities of multi-entity storytelling based
on biographies of objects and other entities. To achieve this, accessibility, connectivity, and inter-
operability of cultural databases are needed—which are currently highly dispersed, incompatible,
and isolated. The importance of interoperable digital platforms for the storage, processing, and
visualization of CH data—and improvements of data accessibility—are also crucial for the sus-
tainable and inclusive valorization of CH [276]. The presented InTaVia Knowledge Graph is a
first step towards this goal, but has to be expanded to include further databases and biographies
with more structured events. (3) Concerning available technologies, more powerful and accessible
digital solutions are required for the creation of engaging DH and CH stories that accommodate
various content types and user interactions [366]. Thus, the editing of dynamic stories linked to
various CH and DH entities requires novel editing tools to handle whole workflows together with
their conceptual and informational complexity. In this context, it will be key to refine and adapt
multi-level tools such as InTaVia and to ensure their functionality beyond the maturity level of
research prototypes.

5.4.6 Conclusion

Storytelling has been said to drive the development and reproduction of human cultures and
knowledge since prehistoric times [2]. Spectacular changes in media and information technology—
evolving at an ever-accelerating pace—have not diminished the relevance and dominance of stories
as a communication form a bit, but multiplied ways in which cultural narratives can unfold and
reproduce, including spectacular options for their multimodal and immersive expression.

With this paper, we started from work in the field of visualization-based storytelling for biog-
raphy research—and made the case for orchestrated integration efforts—to create more synoptic
and integrated storytelling technologies for DH and CH data domains. The InTaVia project real-
ized such a platform by following five development strategies which allowed to integrate multiple
data and tool dimensions, which have been separated before:

a) multi-database: The platform draws together multiple types of databases (i.e. on cultural
persons and objects) into a coherent knowledge graph.

b) multi-protagonist: InTaVia generalizes the protagonist role to cover multiple types of enti-
ties in CH and DH domains.

c) multi-visualization: The platform covers and combines multiple visualization types (i.e.,
maps, graphs, and timelines), which have not been integrated by storytelling tools before.
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d) multi-media: The storytelling suite combines and leverages the power of multiple kinds of
media (in addition to visualizations also textual elements, images, audio, video, interactive
3D models, HTML content, etc.).

e) multi-practice: Finally, the platform follows a holistic, workflow-oriented design, support-
ing multiple types of cultural data practices from information creation to analysis and com-
munication.

We consider such synoptic and integrative design approaches and resulting tools to be of high rel-
evance for CH and DH, but also for adjacent data and application fields, including educational
and social sciences or data journalism. They provide scholars and practitioners of these profes-
sions with powerful allround tools, connect them to open data collections and cover all relevant
processing practices, while being engineered for the efficient creation of highly context-specific
results.

With current AI developments shifting the ground under most DH, CH, and visualization
technologies in real-time, projections for the relevance of all sorts of methods are well-advised to
proceed cautiously and remain deliberately open for disruptive story turns. However, given the
known limitations of generative AI, it stands to reason that expert-driven storytelling technologies
such as InTaVia will play an important and indispensable role for trustworthy cultural knowledge
communication until further notice.
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It is possible to highlight several overarching observations and open problems for future work
related to the implemented approaches described in this thesis and included papers.

6.1 Domain Specific and Controlled Vocabulary

During my work with musical instruments and their corresponding works, I encountered the
significant challenge of navigating through different vocabularies for the first time. This diversity
necessitated the establishment of a comprehensive system and a dedicated database designed to
facilitate translations across various languages and datasets. This endeavor was crucial for ensuring
the seamless integration and understanding of the information from different sources.

In the process, I also faced the issue of information loss during data transformations. A notable
example of this occurred with the “Musical Instruments Museum Online” (MIMO) 1 project
when it merged with Europeana, where a significant amount of information was lost during the
transition from one format (LIDO) to a newer one (EDM). Crucially for our use case on object bi-
ographies, detailed information on events, such as the modifications to the objects, were dropped
because they were not supported by the newer format [116]. This loss highlighted the delicate bal-
ance between updating data handling processes and preserving the integrity of the information.

Biological datasets presented a different set of challenges, primarily due to the inconsistency in
species names—whether they were renamed or only listed by their common trade names—and
country identifiers. Such variability complicates the task of maintaining accurate and consistent
data records across studies and repositories.

In the context of InTaVia, we encountered substantial difficulties with the varying descriptions
and interpretations of data, as well as differing levels of precision across national datasets. These
discrepancies posed significant obstacles to harmonizing data and extracting meaningful insights.

Even domain experts struggled significantly with the combined data of the knowledge graph
accessed through the InTaViafrontend prototype, primarily because the event information and
other descriptions were either too specific (in one language), making them inapplicable in broader
contexts, or too general to be of practical use (in other languages). This situation underscored the
challenges of achieving an optimal level of detail that is both informative and broadly applicable
via a controlled vocabulary.

The rapid advancements in machine learning and labeling-based approaches, as discussed by
Meinecke [299], alongside the development of large language models (LLMs), offer promising so-
lutions to these challenges. These technologies have the potential to account for context, which
can significantly enhance the accuracy and relevance of data translations and transformations.

1https://www.mimo-international.com/MIMO/
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Their ability to interpret and adjust to varying levels of specificity and generalization could revo-
lutionize how we manage and understand complex datasets across different domains.

6.2 Storytellers and Visualizers

Already during my master’s thesis, which focused on the interactive and gamified visualization of
musical instruments digitized through computed tomography, we explored the concept of creat-
ing scenes that narrate the story of an object and its construction [249, 386]. This idea was further
enriched by the contributions of instrument makers, musicologists, and restorers who, through
their interactions with the instruments in virtual reality (VR) and augmented reality (AR), were
able to share fascinating stories and formulate intriguing hypotheses based on their observations.

These experiences highlighted the crucial role of domain expertise in uncovering the latent nar-
ratives embedded within the data and its visual representations. The input from specialists like
musicologists and instrument makers proved indispensable in interpreting these stories accurately.
Recognizing the value of these narratives, the development of a tool that facilitates the saving and
interactive presentation of these stories emerged as a promising approach to making this wealth
of knowledge accessible to a wider audience.

In the field of MusEcology, the domain experts, demonstrated a rapid comprehension of vi-
sualization techniques and the art of storytelling, bringing an extensive array of domain-specific
knowledge to the table. This proficiency was not only evident in MusEcologybut also became
apparent through the various use cases within InTaVia. These instances underscored the neces-
sity of possessing a broad spectrum of knowledge, skills, and creativity, along with a significant
investment of time, to craft stories that are both entertaining and informative. This challenge is
compounded by the need for a deep understanding of visualizations and their interplay, as well as
a solid background in technical and data science aspects. The difficulty is further exacerbated by
the lack of systematic availability of detailed information, such as event specifics, which requires
manual curation.

Furthermore, it seems so important to focus on specific and smaller data subsets to enable con-
cise and understandable stories. On the other hand, storytelling goes beyond picking characters
and interesting stories. It has the power to represent larger communities and bring attention to
exceptional cases. However, it’s important not to impose patterns or trends on the data when they
don’t naturally occur. Doing so can oversimplify complex information, turning it into just num-
bers and making us forget its true value and delicate nature. Therefore, when it comes to telling
stories through visualizations, it’s crucial to find a balance and explain data biases, transformations
and uncertainties (during the story). This means respecting the depth and detail of the data while
also crafting stories that resonate and connect with people.

6.3 Stories of Intangible and Natural Heritage:

Throughout the Sustainability of Materials used for Musical Instruments 4, we delve into the in-
tricate relationship between the diversity and harmony of musical instruments and their underly-
ing connection to the variety and balance of species and ecosystems. This method accommodates
not only the diverse, sometimes contradictory, requirements and interests, including those of ad-
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verse lobbies. These connections underscore as well the importance of biodiversity, highlighting
the existence of countless unknown variants, modifications, and mutations, making every species
and even every exicat significant. This notion echoes the practices observed in natural history mu-
seums, where extensive collections of species are preserved to maximize the gene pool [402]. Such
practices suggest that the principles of preservation are equally vital for maintaining or restoring
harmony in traditions and cultural values.

The interplay between actions within one dimension and reactions in others illustrates the sys-
tems’ inherent desire for harmony. This is further emphasized in the conversation about pre-
serving traditions and cultures, many of which we may not even be fully aware of, on platforms
designed to amalgamate and host diverse inputs.

The concept of intangible heritage, encompassing cultural practices, alongside natural heritage,
plays a significant role in colonial history, often driving the acquisition of “resources”, including
cultural heritage objects and traditions. Despite being alive—like animals, plants, ecosystems, and
traditions—these entities are sometimes treated as mere objects. The ensuing challenges related
to threats, preservation, and diversity, along with their consequences, are profoundly complex.
Exemplary outlook to VBS on natural heritage give scrollytelling examples, including the narrative
on gold2 and its various uses in industries and culture, including fashion, or the challenges faced
by the Mount Everest3 attracting numerous visitors.

Ultimately, storytelling, particularly through visualization, emerges as a powerful method for
effectively communicating complex socio-cultural-natural interdependent systems to policymak-
ers, decision-makers, and a broader public audience, not only enhancing understanding but also
fostering appreciation for the intricate relationships that define our world.

6.4 Digitization and Accessibility

The advent of digital collections transcends simple access, particularly highlighted during crisis
such as the COVID-19 pandemic. Museums, often impacted by such emergencies, have the op-
portunity to adopt innovative digital strategies for a multitude of advantages. Implementing vir-
tual tours led by professional guides and creating online catalogs that reflect the content of phys-
ical exhibits present significant possibilities such as the augmentation by contextualizing visual-
izations [140, 300]. The process of digitizing collections not only improves worldwide access but
also encourages the exploration and connection among varied artifacts and throughout different
collections [170].

This blend of access and interaction ignites creativity, innovation, and reveals previously hid-
den stories within museum collections. However, this leads to a dilemma: the rationale behind in-
vesting in virtual museums and contemporary media archives, which are inherently transient and
prone to becoming outdated. The conversation surrounding the conservation of contemporary-
media art highlights this issue, proposing potential solutions to address its impermanence. The
argument regarding the durability of materials versus the staying power of digital representations
merges with the realm of art, obscuring the distinction between what is permanent and what is
fleeting.

2https://golden10.infografika.agency
3https://www.washingtonpost.com/graphics/world/scaling-everest
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Historical practices, rather than guaranteeing longevity, are seen as evolving narratives that ac-
knowledge the transient nature of their subjects. Within the confines of museums, artifacts like
ancient jewelry and holy relics offer silent narratives, their meanings often obscured to modern
interpretations. The question arises: how do these ancient objects interact with contemporary
artistic expression, making them accessible to current audiences? The quest for meaning, buried
under multiple layers of interpretation, remains challenging for both historians and artists to de-
cipher.

6.5 Musical Instruments

Musical instruments are special creations that combine appearance and purpose, reflecting cen-
turies of craftsmanship and cultural significance. These artifacts are difficult to classify simply
because they embody both physical and sound aspects, and connect the people playing them with
those listening. However, museums often find it hard to fully capture and share the essence of
musical instruments, leaving visitors wanting a more engaging experience. Unlike stationary ob-
jects, musical instruments create feelings through sounds that can’t be seen or touched, which is
hard for traditional museum exhibits to showcase. Allowing visitors to play the instruments could
offer a closer feel to their true sound, but this poses a risk to preserving the instruments’ condition.

Museums are looking for new ways to let people interact with these objects without harming
them. Modern technologies like 3D scanning, computed tomography, as well as 3D visualizations
and virtual or augmented reality are showing great promise.

6.6 Scale and Scalability

Effective visualizations must be scalable, i.e. capable of depicting a range from individual to mul-
tiple entities and thereby supporting different levels of distant reading. This involves not only the
capacity to handle vast amounts of data but also to contextualize various classes of entities within
a unified framework. Such designs should enable users to engage in both overarching analyses
and detailed explorations of close reading. The visualization of historical data is often challenged
by its sheer volume and the inherent uncertainties, such as skewed distributions due to specific
events or the ambiguity in the dating of objects [224]. These aspects demand visualization strate-
gies that can represent significant occurrences without overwhelming the user, thus facilitating
an accurate interpretation of historical narratives. Linking multiple views and employing inter-
active storytelling techniques can offer a more comprehensive understanding of the data, guiding
users through analyses of complex or contested (hi)stories. To help users process large amounts
of data visually, innovative interaction mechanisms have been developed that enable the display
of additional information without causing visual clutter, utilizing techniques like fisheye views
and semantic zooms to focus on relevant data subsets. Furthermore, to manage the complexity
and scale of data, effective aggregation and summarization techniques are essential. This might
involve the use of charts, treemaps, or other visual summarization tools that can present data in
an accessible and interpretable format. One feasible use case is the visualization of overviews of
whole databases or the resulting list during interactive searches [222]. Unfortunately, in case of
the InTaVia knowledge graph, the sheer data volume led to overwhelmingly large datasets and re-
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spectively long loading times, so that overview visualizations only were possible via preprocessed
aggregations. On the other hand, datasets in DH and CH are still often suffering from sparsity
and data skew, so that interesting details are missing and visualization ideas have to be adjusted.
The requirements depend on the expertise and interest of each user, which are highly diverse in
a CH setting. Addressing these diverse needs of users involves allowing for customization and in-
teractive engagement. This can be achieved among others through the integration of LLMs and
AI to tailor visualizations based on user preferences and prior knowledge. By involving the user
in the visualization process, systems can offer more meaningful and personalized insights.

6.7 Simplification & Sensitivity

As a computer scientist working with data from diverse domains, I understand the risks involved
in digitizing cultural and artistic works. Transforming these artifacts into data can lead to a dis-
connection, where valuable pieces are perceived merely as numbers rather than meaningful ex-
pressions of creativity, especially with the focus on generalization of visualization systems. This
shift underscores the importance of collaboration between researchers, domain experts, artists,
and practitioners. By engaging with these stakeholders, we can gain insights that enrich our un-
derstanding and approach to working with data.

The challenge then becomes designing visualizations and systems that are not only functional
but also culturally sensitive. We must question how our methodologies can be refined to respect
the depth and context of the data we handle. One avenue could be VBS, allowing to contextualize
data, presenting it within a broader narrative that can facilitate a more nuanced communication
of results.

The journey from cultural artifacts to data and algorithms is fraught with potential for obscur-
ing the ongoing transformations that underpin our visualizations. This is particularly pertinent
in scenarios where visualizations are employed rhetorically, pre-loaded with interpretations that
could diminish transparency.

This brings to light the critical issues of ownership and consent, reinforcing the need for mind-
ful technology use, especially in contexts where sensitivity is paramount. Our goal should be to
mitigate the risk of transitioning towards Electronic Colonialism [265], ensuring that our advance-
ments in digitization and visualization strengthen rather than diminish the connection to the cul-
tural and artistic heritage we aim to preserve and understand.

6.8 Changing Environment and Heritage

For me it is truly fascinating how diverse entities and their individual instances don’t exist in a
vacuum, but are in constant change and transaction with other entities. This dynamic interac-
tion means that persons or objects can either ignite new ideas or, conversely, conflicts can emerge
that threaten to ’destroy’ them. This interplay underscores the fluidity and interconnectedness of
various elements in our world.

In the realm of digital humanities, it’s paramount to understand that the goal is not to sup-
plant traditional methodologies. Instead, digital humanities seek to augment the conventional
approaches by leveraging computational power. This integration not only enhances existing prac-
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tices but also introduces novel methodologies to the field. Through the development of data mod-
els, databases, visualization tools, and other advancements, we are laying the groundwork for a
more systematic and holistic approach to digitization and preservation. This process inherently
allows for ongoing change and evolution, acknowledging that our understanding and interpreta-
tions are always in transition.

The field is characterized by continual transformation, spurred by reiterations, additions, and
fresh interpretations.

Furthermore, according to Schmiedl and Klepacki the notion that intangible cultural heritage
can remain static is a misconception [382]. Intangible cultural heritage is perpetually evolving,
shaped by new interpretations, additions, and even external factors such as political conflicts. The
stories behind these shifts bring to light the ’hidden destinies’ of cultural heritage. I remember
for instance, how Prof. Focht at the Musical Instrument Museums told me the story of the e-
string, the highest and smallest string of violins. The strings were made of sheep guts, with the
finest materials sourced from Italy. But the advent of the First World War led to a scarcity of high-
quality gut strings. This scarcity prompted a shift to steel strings, which provided almost the same
sound quality but with greater reliability [84]. This adaptation marks a significant change in the
violin’s history, symbolizing how external circumstances can catalyze enduring transformations
in our cultural heritage. These stories remind us that change is the only constant, paving the way
for new narratives to emerge from curiosity.

6.9 Conclusion

This dissertation represents an advancement in the fields of digital humanities and cultural her-
itage, highlighting the pivotal role of visualization-based storytelling in enhancing the comprehen-
sion and appreciation of complex cultural narratives. Through a meticulous examination of the
integration between data visualization, narrative techniques, and user-centered design, this work
underscores the transformative potential of digital technologies in the storytelling landscape.

Central to this thesis is the development of innovative visual analytics tools tailored for the
exploration and presentation of cultural data. These tools are not only instrumental in bridging
the gap between abstract data and tangible narratives but also facilitate a deeper engagement with
cultural heritage through interactive and immersive storytelling practices. By focusing on diverse
case studies, including the intricate narratives of musical instruments and their ecosystems, as well
as the broader dimensions of European cultural heritage, this research underscores the versatility
and impact of visualization-based storytelling across various domains.

A key contribution of this work lies in its holistic approach to the challenges inherent in digital
humanities and cultural heritage. By leveraging the synergies between technological innovation
and traditional storytelling, the thesis presents a comprehensive platform that supports the anal-
ysis, curation, and dissemination of cultural data. This approach not only enhances accessibility
and engagement for a wide range of audiences but also fosters a richer appreciation and under-
standing of cultural heritage.
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Moreover, this research sheds light on the importance of interdisciplinary collaboration, bring-
ing together experts from diverse fields to enrich the storytelling process. This collaborative effort
is crucial in navigating the complexities of cultural data, ensuring that the visualizations are both
accurate and compelling.

In conclusion, this thesis not only contributes valuable insights and methodologies to the fields
of digital humanities and cultural heritage but also opens new avenues for future research, paving
the way for a deeper and more nuanced understanding of cultural heritage in the digital age.
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Acronyms

3D Three-Dimensional
AI Artificial Intelligence
AR Augmented Reality
BGCI Botanic Gardens Conservation International’s
CH Cultural Heritage
CITES Convention On International Trade In Endangered Species Of Wild

Fauna And Flora
DCL Data Curation Lab
DH Digital Humanities
GLAM Galleries, Libraries, Archives And Museums
HTML Hypertext Markup Language
IKG InTaVia Knowledge Graph
IUCN International Union For Conservation Of Nature
JSON JavaScript Object Notation
LLMs Large Language Models
ST Storytelling Suite
VA studio Visual Analytics Studio
VBS Visualization-Based Storytelling
VR Virtual Reality
XR Mixed Reality
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