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Abstract

In industrial robotic contact-based operations it is necessary to have a detailed geometrical knowledge of the work-piece to automate
the generation of the working trajectory. In many cases, the digital model is not available or it differs from its as built actual
conditions. Vision sensors, especially 3D vision sensors allows to scan the work-piece and reconstruct its digital copy that is
used for the generation of the robotic working trajectory. In this paper we compare two algorithms for the generation of the 3D
model of an unknown work-piece based on the use of the RGB-D images taken from different perspectives. The first technique,
based on standard image reconstruction methods commonly used for reconstruction of indoor scenes where error in the order of few
centimeters is negligible, is exploited in this work in order to be exploited in contact-based robotic operations where the geometrical
error has to be limited to few millimeters. It is based on the analysis of the images to estimate the camera pose taking each image.
Based on the pose, the algorithm integrates then the information contained in the images in a unique volume representing the scene.
The second algorithm directly uses the known poses of the robot, stored while capturing each image, to integrate the information to
create the model. The two algorithms are compared to evaluate the accuracy, acquisition time and elaboration time. The analysis is
done considering two kinds of objects, the first one with regular shape, the second one corresponding to an actual industrial object.
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1. Introduction

Contact-based robotic applications in manufacturing systems often require a digital model of the work-pieces the
robot tool must come into contact with. Although CAD models of the product “as planned” are often available [1],
particularly small and medium-sized enterprises (SMEs) often lack tools and procedures to capture digital models of
the products ”as manufactured”. In addition, if product ranges show high variabilities, this gap in the digital coverage
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of robotic manufacturing processes is often even more impacting. For these reasons, the capability of reconstructing
a digital model of the unknown objects in unstructured environment is an important issue in the attempt to spread
robotic machines in the manufacturing industry. 3D vision techniques based on the use of synchronised color and
depth images (RGB-D images) allows to reconstruct the digital model of an unknown objects through several snapped
images. In [2] and in [3] two solutions based on the use of fixed 3D vision sensors are used to capture images of a
work-piece and and generate the glue deposition trajectory in shoes manufacturing. In the first a 6-axis robot is used
while in the second a cartesian robot is used. In [4], the authors proposed a robotic scanning system for adaptive
surface mapping that calculates after the acquisition of each image the optimal following scanning pose. In this way a
minimum scanning poses are used based on the specific unknown work-piece.

By elaborating the RGB-D images and comparing them through Odometry and pixel features matching algorithms
the camera motion can be reconstructed and hence the pose of the camera capturing every image [5]. These calculated
poses allow then to integrate the information contained in the different RGB-D images in a unique volume representing
the scene [6], or as in the considered case an unknown work-piece.

When the camera is applied on a robot wrist, the camera motion can be easily reconstructed based on the knowledge of
the robot poses where the pictures are actually taken. Using robot poses and hence camera poses would significantly
speed up the 3D model reconstruction process, making two of the elaboration steps unnecessary.

In [7], the grasping point is calculated elaborating a point-cloud reconstructed exploiting the robot poses to capture
multi-view images. The efficiency of the proposed solution is given by the success rate of the system to grasp the
objects. In [8], multi-view color and depth images are used to generate the welding trajectory following welding
seams of a metal object. In [9] point-cloud captured by a 3D camera is elaborated to generate the welding path in
correspondence of v-type grooves in the work-piece. The accuracy of the welding trajectory is done evaluating the
overlap of the generated trajectory and the trajectory followed by a professional operator.

For accurate 3D reconstruction for trajectory planning of contact-based operations, usually accurate laser scanners or
structured light 3D cameras are used. In [10] solutions for the 3D reconstruction of the work-piece integrating multi-
view point-clouds captured by a laser scanner are proposed. The deviation of the reconstructed models with respect to
the CAD models are lower than 0.5 millimeters.

We propose two methods to reconstruct the 3D model of unknown work-pieces based on multi-view color and depth
images captured by a low-cost 3D camera (Realsense D415). Contact-based operations require an accurate trajectory,
for that we propose an evaluation procedure to check the feasibility of using a low-cost 3D camera in such accurate
tasks. The evaluation procedure is based on the measurement of the accuracy of the 3D models obtained by applying
the proposed two methods. This accuracy evaluation is given by quantifying the degree of similarity of the overall
reconstructed 3D models obtained by applying each of the two techniques and the exact CAD model of the work-
piece. For the performance evaluation, it is considered also the computational effort and the time necessary to obtain
the 3D models that is an important parameter to decrease the process cycle time and possibly increase the production
volume.

This paper compares the Odometry-based method based on images feature matching and the robot poses-based method
in which the robot poses are directly exploited for images integration and 3D model reconstruction. The algorithms
are first tested metal box with known dimensions and regular geometric features. The accuracy of the reconstructed
digital models, using the different algorithms, is evaluated through the comparison of each one with the actual box
CAD model and the calculation of the errors between the two surfaces using Hausdorff Distance [11] that is a method
to evaluate the similarity between two point sets or surfaces. It is shown that the possibility of using the poses of
the robot, known in advance, significantly fasten the entire process in the case of a static scene. Secondly the same
comparison is carried out on a wooden work-piece actually used in manufacturing of wooden sailboats. The wooden
work-piece is selected since it represents more complicated geometrical features in terms of curves, edges and color
variation. Also in this case the accuracy of the model reconstructed through robot poses is comparable/more accurate
with the odometry-based techniques but the computational time is much lower.

The paper is structured as follows. In section 2, the two techniques used for the 3D reconstruction are explained.
In section 3, a technical analysis comparing the performance of the two techniques is shown. In section 4, the two
algorithm are applied to reconstruct the 3D model of a complicated object. Finally, the conclusion is drawn in section
5.
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2. Proposed solutions

This section describes the developed two solutions for 3D reconstruction of work-pieces in industrial contact-based
applications. The two solutions are based on the integration of RGB-D images of the work-pieces. The images are
taken from different perspectives in such a way that covers all the faces of the work-piece or the area interested by the
robotic contact-based operation such as surface finishing, grinding and sanding.

To capture the dataset of RGB-D images the robotic setup shown in figure 1 is used. The setup consists of a Techman
TMS 6-axis collaborative robot. Intel Realsense D415 stereo depth camera is attached to the robot end-effector.

Fig. 1. Setup

The 3D camera uses different sensors to acquire color and depth images of the scene in its field of view. The resolution
of the sensors can be configured up to 720x1280 pixels and a frame rate up to 30 frames per second. Based on the
resolution chosen, a minimum distance has to be respected between the camera and the observed scene to guarantee the
measurement of the depth. The configuration used is the highest resolution of 720x1280 pixels that implies a minimum
distance of 450 mm from the work-piece. The two algorithms are developed in Python programming language and
using Open source libraries that are Librealsense for images acquisition and elaboration and Open3D for 3D data
elaboration [12].

To scan the work-pieces, the robot moves the 3D camera following a predefined trajectory orienting the camera
towards the work-piece in all the images. The camera start acquiring from top image and then moves to cover all
the four faces of the object. The trajectory chosen is the same for the two developed techniques but the acquisition
sequence and timing are different in the two cases.

2.1. Odometry based technique

In Odometry based technique the 3D camera start acquiring the images in a synchronized way with the movement
of the robot. During the trajectory following, several images are taken. The Odometry-based algorithm [5, 6] consists
of the following steps. Estimation of the camera poses while capturing the different images. This is done using visual
Odometry that compares the images two by two to find the translation and the rotation that if applied to one of them
make it matches with the other. This process is based on the comparison of pixels visual features in the picked two
images and find the optimal pose minimizing the positional error. The poses are then used to calculate a homogeneous
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transformation matrix for each image that geometrically transforms it to be with respect to a common reference frame.
The information of each pair of color and depth images are fetched and then integrated in a unique voxel grid created
using Truncated Signed Distance Function (TSDF) [13]. TSDF algorithm is used to represent several point-clouds
taken from different point if views in the same volume. If a pixel is visible in several images, TSDF manages the
uncertainty of pixel positions calculating a weighted average between the values from the different images giving
higher weight to the value in the image in which the pixel is more visible (pixel normal parallel to the camera line of
sight taking that image). Finally the constructed voxel grid is elaborated to estimate the smooth surface connecting
the voxels of the observed scene.

2.2. Robot based technique

In the robot poses technique, the images are captured only with correspondence to a specific poses that cover
specific points of the work-piece. The robot when arrives to the defined poses it stops for 500 ms to allow the 3D
camera to capture the RGB-D images. The minimum number of the images is 5 that allows to cover the work-piece
from all the four sides and also with an extra top view image. Knowing exactly the pose of the robot end-effector
and hence the pose of the camera while capturing a certain image, allows for the reconstruction of the motion and to
calculate the homogeneous transformation matrices for each image to refer them to a common reference frame. In this
way, the Odometry process for camera pose estimation is not necessary that decrease significantly the time necessary
for the elaboration. The calculated homogeneous transformation matrices are then used to integrate the information
using TSDF as explained in the other case.

3. Results

In this section, the accuracy of the two algorithms is evaluated comparing the 3D models reconstructed of both of
them with respect to the ground truth or the known CAD model. The evaluation is based on three Key Performance
Indices (KPI) that are acquisition time, elaboration time and geometrical accuracy with respect to the CAD model.
The object considered for the evaluation process is a metal cube of the dimensions 127 mm * 99 mm * 40 mm that is
shown in the figure 2. This kind of objects are mostly to be found in manufacturing systems on which it is necessary
to apply a surface finishing procedure.

Fig. 2. Metal box

The first comparison is done between the 3D model reconstructed using RGB-D Odometry-based algorithm. The al-
gorithm integrate 100 pairs of RGB-D images captured of the static work-piece by a moving camera attached to the
robot end-effector.

The second comparison is done comparing the 3D reconstructed model of the box using the poses-based algorithm
with the 3D CAD model of the work-piece. The pose-based technique is based on the use of minimum number of
images and hence minimum elaboration time and needed resources. To be able to cover all the faces of the work-piece
the minimum possible number of images is five. That are covering its top face and other four images covering all the
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four faces.

We consider also other scanning procedure using eight images of the work-piece. In which, beside the minimum pos-
sible number of five images we add extra three images covering the corners of the metal box. In this way all the faces
are visible in two images to limit the dependency on possible acquisition noise and reflection of the metal object.
Figure 3 shows the obtained 3D models applying the different 3D reconstruction algorithms. In figure 3a the
Odometry-based algorithm result is shown. In figures 3b and 3c shows the results of the poses-based algorithm with
five and eight images.

() (b) (©)

Fig. 3. Reconstructed 3D models. a)Odometry-based, b)Poses-based 5 images and c)Poses-based 8 images

To quantitatively evaluate the geometrical errors between the models, we use Hausdorft distance to measure the dis-
tance between all the points of the point-cloud of the constructed 3D model and the relative point in the point-cloud
of the known CAD model of the metal box. To apply Hausdorff Distance algorithm it is necessary to align both of the
3D models and to overlap them. The reconstructed 3D model is always not identical to the 3D CAD model because
of 3D camera acquisition accuracy and presence of extra light or object reflections. Applying Iterative Closest point
(ICP) automatic registration algorithm for the alignment may fail. To overcome this problem, an alignment procedure
based on the alignment of the boundary boxes of the two 3D models is used.

The result of applying Hausdorff Distance algorithm to two point-clouds is represented graphically in a color-map.
The color-maps for the three reconstruction cases are shown in figure 4. In the map, the points that have small errors
are represented by a red color. With the increase of the error the representation color transforms toward yellow and
turns blue for maximum error values. The represented color-map is between 0 mm for red color and 10 mm for blue
color. The histogram shown on the left of each image shows the number of points having a certain error level. The
error color map can be projected on the point-cloud of the point-cloud of the CAD model. In this way a significant
graphical representation is obtained to visualize the areas where the two point-clouds coincide and also where they
mismatch. For all the three models most of the points have error lower than 2 mm. The upper face is the face that is
having the minimum error and coincides approximately with the real CAD model. Lateral faces present higher errors.
In the reconstructed 3D model using the Odometry-based technique, in figure 4a, the right lateral face is overestimated
in correspondence to the bigger blue area. When Poses-based reconstruction is used, edges are reconstructed having
more realistic values closer to the real value of the real CAD model and this is shown in correspondence with bigger
red areas covering the edges and the corners.

Despite the fact that the 3D model reconstructed using Odometry-based technique seems smoother than those recon-
structed using Poses-based approach as shown in figure 3. The error analysis using Hausdorff Distance showed that
Poses-based approach is more realistic.

The time necessary to use the different techniques is an important evaluation KPI for industrial applications to de-
crease the cycle time of the 3D reconstruction process. We consider different periods of time for our evaluation. The
first is the acquisition time or the time necessary to capture the required data that allow the 3D reconstruction. For the
two techniques, the acquisition trajectory followed by the robot is the same. In Odometry-based technique the robot
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Fig. 4. Error representation using Hausdorft Distance. a)Odometry-based, b)Poses-based 5 images and c)Poses-based 8 images

follows all the trajectory and the camera acquires several images of the object during the movement. In Poses-based
technique, the same trajectory is followed by the robot with the stop periods in a predefined positions that allow to
capture images that cover the work-piece from the interested faces.

Elaboration time is also used for the evaluation. This is the period of time needed to elaborate the images and to
integrate all the information included in them to reconstruct the final 3D model. In Odometry-based technique, higher
number of images are used and long optimization procedure is used to estimate the camera poses while capturing the
images dataset. Hence, its elaboration time increases significantly with the increase of the dataset dimension. Poses-
based algorithm integrates directly the information from the images to reconstruct the 3D model since the poses to
capture the images are already known.

Table 1 shows a numerical comparison of the three cases considered. For each case, acquisition time, elaboration time
and measurements accuracy are shown.

e . Measurement accuracy [mm
Acquisition time [s]  Elaboration time [s] y [mm]

min mean max
Odometry-based (100 images) 13.25 864.00 0.0009 3.1588 10.4879
Poses-based (5 images) 10.12 5.70 0.0002 2.4448 10.3795
Poses-based (8 images) 14.15 10.02 0.0001 2.5834 9.1436

Table 1. Results comparison

Acquisition time for all the cases presents similar values. The highest value is in the case of eight images due

to the necessity to stop the robot to capture each image for 500 ms to allow the acquisition of a RGB-D stable
image. Elaboration time decreases significantly using the poses-based method, around 10 seconds, with respect to the
Odometry-based case where the elaboration time is more than 14 minutes.
The table shows also the accuracy evaluation summary using Hausdorff Distance technique. Mean value of geometrical
error decreases from 3.15 mm in the case of Odometry-based method to approximately 2.5 mm in case of Poses-based
method. Adding more images to cover all the faces in at least two images allows to decrease the maximum error from
10.37 mm to 9.14 mm.

4. Application to an actual component in manufacturing industry

In this section, the two techniques are used to reconstruct the 3D model of a wooden object. The considered object,
with respect to the metal box, represents more complicated features in terms of curves, edges and irregular color
distribution. The object considered is the one shown in figure 5, used as a mould for sailboat fabrication.

The resulting 3D models are compared to the 3D CAD model of the object to evaluate their accuracy. Hausdorff
Distance technique is used to quantify the geometrical errors. The results are shown in figure 6.

The color maps show the error for the Odometry-based technique in figure 6a and for poses-based in figure 6b. The
error values represented are between zero and 15 mm. The histogram on the left of each color-map shows the quantity
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Fig. 5. Wooden item

of the points at every error level. Using both of the techniques allows to have high number of points with error lower
than 5 mm and very few points with error higher than 10 mm.

(a) (b)

Fig. 6. Wooden object analysis. a)Odometry-based reconstruction accuracy, b)Poses-based reconstruction accuracy

Considering the points having an error up to 15 mm, Odometry-based error a mean value of 4.212 mm while for
Poses-based algorithm the mean value is 3.890 mm.

Hausdorff analysis shown in figure 6, shows that the two models are similar in the most of the work-piece. Odometry-
based technique uses average depth values of many acquisitions to calculate the final value for every voxel. This
allows to obtain a smoother flat surface and smoother and overestimated edges. For the areas with lower visibility it
tends to overestimate them as shown in correspondence of the blue and yellow areas.

5. Conclusion

In this paper we propose two techniques, Odometry-based and Poses-based, for 3D reconstruction of an unknown
work-piece interested by a robotic contact-based operation. The techniques are intended to create a digital copy of
work-pieces of which the CAD model is not available or different from the actual fabricated work-piece. The tech-
niques, using a low cost 3d vision sensor and RGB-D images, allows the 3D construction keeping the color of the
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work-piece that is important for industrial applications that is not possible to obtain using more accurate and very
expensive laser scanners. We compare the performance of the two algorithms considering two different kinds of
work-pieces. The technical analysis shows that the Poses-based technique decreases significantly the elaboration time
with better accuracy with respect to the Odometry-based technique. This because of using a limited number of images
with respect to the other technique. Images necessary for Odometry-based technique are between 50 and 100 that
require from 8 to 15 minutes for elaboration and integration. While Poses-based technique is able to reconstruct the
3D model in few seconds and requires a number of images equivalent to the number of faces interested by the robotic
operation. It is enough to have for every face one or two images where the face is clearly visible. The feasibility
to apply the proposed solutions is highly dependent on the size of the considered work-piece. Using a bigger robotic
manipulator with a higher reach or Cartesian robot may allow to scan and reconstruct the 3D models of bigger objects.
Future works consists of fully automate the process of trajectory generation by developing a search routine to select
the area interested by the operation and generate the trajectory to cover it from the reconstructed 3D model. In the
proposed solution, the scanning trajectory is fixed in the two proposed methods to cover the robot reachable area and it
is independent of the work-piece geometrical features. However, an adaptive scanning procedure to reconstruct the 3D
model of the work-piece in a gradual manner can be developed. In this way, if the generated 3D model presents holes
or inaccuracies due to shadow or there are undercuts that are not covered in the images an appropriate scanning pose
has to be added to the trajectory to cover all the features of the work-piece interested by the contact-based operation.
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