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literature review and guidelines for future research
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Department of Entrepreneurship and Relationship Management, University of Southern Denmark,
Universitetsparken 1, DK-6000 Kolding, Denmark.
Email: adg@sam.sdu.dk

Abstract

Purpose — Numerous data quality (DQ) definitions in the form of sets of DQ dimensions are found in the literature.
The great differences across such DQ classifications (DQCs) imply a lack of clarity about what DQ is. To provide
an improved foundation for future research, this article clarifies the ways in which DQCs differ and provides
guidelines for dealing with this variance.

Design/methodology/approach — A literature review identifies DQCs in conference and journal articles, which are
analyzed to reveal the types of differences across these. On this basis, guidelines for future research are developed.
Findings — The literature review found 110 unique DQCs in journals and conference articles. The analysis of these
articles identified seven distinct types of differences across DQCs. This gave rise to the development of seven
guidelines for future DQ research.

Originality — The literature review did not identify articles, which, based on systematic searches, identify and
analyze existing DQCs. Thus, this article provides new knowledge on the variance across DQCs, as well as
guidelines for addressing this.

Research limitations/implications — By identifying differences across DQCs and providing a set of guidelines,
this article may promote that future research, to a greater extent, will converge around common understandings of
DQ.

Practical implications — Awareness of the identified types of differences across DQCs may support managers when
planning and conducting DQ improvement projects.

Keywords Data Quality, Information Quality, Data Management, Information Management, Data Quality
Dimensions, Information Quality Dimensions

Paper type Research paper

1. Introduction

Data quality (DQ) has become one of the most significant challenges for companies in the digital age
with regard to ensuring efficiency and quality in processes and products (Experian, 2016; Experian, 2019;
IBM, 2016; KPMG, 2017). In this context, a recent global cross-industrial survey found that 95% of
companies experience negative impacts from poor DQ (Experian, 2019), while another survey found that
84% of the CEOs interviewed are concerned about their DQ (KPMG, 2017). The impacts of these DQ
issues are enormous. Specifically, IBM (2016) estimated that in 2016 in the US alone, poor DQ cost the
US economy $3.1 trillion, an amount close to the total US federal expenditure that year ($3.9 trillion).
Despite improved technologies for managing data, the economic costs of DQ problems seem to be
increasing (Experian, 2016; Experian, 2019; O’Brien, 2015).

Given the magnitude of the economic costs of poor DQ, one might assume that DQ problems are
systematically addressed by companies. However, this does not seem to be the case, as, for example,
illustrated by a survey of German companies, which showed that 63% determine their DQ manually and
ad hoc, while not employing a long-term DQ management strategy (Schiffer and Beckmann, 2014).
Similarly, an Experian survey showed that almost 80% of companies lack structured and systematic
approaches for ensuring DQ (Experian, 2016). Based on a review of previous surveys, O’Brien (2015)



argues that evidence suggests that many organizations are unaware of the extent of their DQ problems,
while others either ignore or do not prioritize such issues.

For the reasons described above, significant attention has been given to DQ in academic and
practitioner literature since the mid-90s (as illustrated by the subsequent literature review). In
contemporary information systems research, DQ topics are often addressed within its subfields, such as
data improvement methods (e.g., Arazy et al., 2017; Asghari et al., 2020), social media (Ferretti et al.,
2018; Moravec et al., 2019), mobile apps (Leon, 2018; Zhou, 2013), healthcare (Li and Qin, 2017; Savitza
et al., 2020), big data (Ghasemaghaei et al., 2018; Popovi¢ et al., 2018), and enterprise systems
(Jayawickrama et al., 2017; Laumer et al., 2017; Ram et al., 2013; Reinking et al., 2020). The research
on DQ has provided many valuable insights, but it has also resulted in a plethora of different definitions
of DQ. In other words, despite the intensive research and ongoing discussions on DQ, there is no
consensus about which DQ dimensions constitute DQ (Liaw ef al., 2013; Loscio et al., 2013; Sebastian-
Coleman, 2012). There is, however, there is agreement that DQ is a multidimensional concept (Shamala
et al.,2017), which means that DQ is perceived as a set of DQ dimensions that each describes a particular
characteristic of DQ (sometimes grouped under DQ categories). In the remainder of this article, the term
“data quality classification” (DQC) is used to highlight that it is such multidimensional DQ definitions
that are in focus.

The great differences across DQCs have been explained by the fact that data can represent various
aspects of real-world phenomena, and, for this reason, different DQCs are suitable for different areas of
application (e.g., Batini and Scannapieco, 2006). At best, however, this only offers a partial explanation,
since although DQCs focus on the same application area, in many cases, such DQCs vary greatly (as the
literature review in this article later demonstrates). Thus, a more fundamental explanation may, as argued
by Shamala et al. (2017), be that most DQ frameworks (hereunder DQCs) are ad hoc, intuitive and
incomplete, and may therefore not produce robust and systematic measurement models. Consequently,
the DQ dimensions included in DQCs often overlap, are vaguely defined, and do not have a solid basis
in theory (Forsgren et al., 2016; Zhang et al., 2019). In this context, Jayawardene et al. (2015) argue that
“while it is important to embrace the diversity of views of DQ, it is equally important for the DQ research
and practitioner community to be united in the consistent interpretation of this foundational concept.”

The numerous DQCs in the literature would appear to make it challenging for practitioners to
determine which DQ dimensions to apply. Furthermore, if they manage to choose a suitable set of DQ
dimensions, they then face the problem of a lack of clarity about how to map the dimensions and metrics
from DQ research to practical implementations (Batini et al., 2014, p.70; Liaw et al., 2013). In fact,
according to Sebastian-Coleman (2012), a central challenge for DQ practitioners when engaging in DQ
improvement is determining how to measure DQ. For researchers, the differences in DQCs and meanings
attributed to their DQ dimensions make it hard to compare the results of different studies and build on
existing research. To address this issue, some attempts have been made to consolidate the DQ literature.

One of the first more extensive literature reviews of DQ dimensions was carried out by Wang et al.
(1995b). Their results include a count of how frequently each of the 26 identified DQ dimensions was
mentioned in the literature (Wand and Wang, 1996). Since then, much DQ research has been produced,
rendering this type of study much more extensive. Maybe, for this reason, more contemporary literature
reviews have mainly focused on DQ within subfields of information systems research. These include
reviews of DQ dimensions in relation to the Internet of Things (Liu ef al., 2020), e-government websites
(Rasool and Warraich, 2018), electronic health records (Weiskopf and Weng, 2013), and sensor data
quality (Teh et al., 2020). Besides focusing only on certain contexts, these studies do not analyze
differences across DQCs.



Discussions of DQCs are, however, not entirely absent from the literature, but such articles do not
identify DQCs based on systematic searches, and they include only a fraction of all DQCs. Specifically,
the literature review of this article did not identify previous attempts to provide an extensive account of
the different DQCs or to investigate the reasons for the variance across these. Furthermore, the literature
review did not identify a structured set of guidelines to guide DQC development. Thus, this article raises
two questions:

RQ1: What are the differences across DQCs in the academic literature?
RQ2: Which aspects should be considered in future DQC development?

These questions are addressed through a literature review with the aim of identifying differences across
DQC:s. On this basis, a set of guidelines for future DQ research is outlined. Hereby, this article contributes
to future research in three ways. First, the findings of this article may support researchers in deciding on
which DQC:s to build upon in studies involving DQ. Second, the guidelines proposed in this article may
support research aiming to develop new DQCs for particular contexts. Finally, the article provides a
foundation for research focusing on consolidating existing DQCs within certain contexts.

2. Methodology

The purpose of the present literature review was to identify existing DQCs in the academic literature as
a basis for identifying types of differences in the dimensions included in DQCs. The literature review
followed the methodological approach of Leidner and Kayworth (2006) of developing (1) a strategy for
searching prior literature, (2) criteria for selecting literature to be included in the review, and (3) a scheme
for documenting and analyzing selected literature.

2.1. Database searches
To identify relevant literature on DQCs, the search strategy consisted of two types of searches: (1)
searches in titles, abstracts, and keywords in research databases, and (2) identification of additional
articles using the references in the identified articles. For the research database search, the following
search string was used:

data/information quality dimensions/framework/categorization/classification OR
dimensions/framework/categorization/classification of data/information quality

Searches were conducted using the Web of Science and Scopus databases. These databases were chosen
since they include the top information systems journals and conferences, and because they offer flexible
search functionalities (as opposed to Google Scholar). In other words, it could be expected to find the
most relevant DQCs through these searches, either in the articles identified or through the references in
these articles. The searches were conducted in January 2021. A filter was used to include only peer-
reviewed and English-language journal and conference articles. The search in Web of Science returned
231 results, while the search in Scopus returned 439 results. This amounts to 670 articles in total and 468
after removing duplicates.

2.2. Selection criteria

The identified 468 articles were inspected to determine if they involved DQC development. The applied
criteria concerned if DQCs include novel combinations of DQ dimensions. Thus, first, the articles that
directly used existing DQCs were discarded. Next, DQCs with references to previous literature were
compared to their sources, and the ones without novelty were discarded. In this context, it should be noted
that, besides the articles that directly focus on the creation of new DQCs, some authors define a novel



combination of categories and/or dimensions to answer other questions. Such authors typically include
selections of between three and six common dimensions used to study or explain a certain phenomenon,
while to varying extent recognizing that other dimensions could also be relevant. Thus, compared to
articles whose main focus is on the creation of a DQC, in some cases, these have built-in reservations
with regard to their completeness. Nevertheless, such sets of DQ dimensions represent unique DQCs in
the sense that they include a unique subset of DQ dimensions. These were therefore included in the count,
which amounted to 37 DQC:s.

2.3. Identification of additional articles

The second part of the search aimed at identifying additional DQCs, which had not been identified by the
database search. This was done by inspecting the references in the identified 468 articles to determine if
they referred to articles involving DQC development. This analysis resulted in 257 additional articles.
Using the selection criteria described above, the analysis identified an additional 72 DQCs in journal and
conference articles.

2.4. Analysis of results

In total, the searches identified 110 unique DQCs in journal and conference articles. The 110 articles
identified were analyzed to understand their foundation, assumptions, focus, delimitations, and content
to make comparisons and generalizations across DQCs. This analysis was done using a coding scheme
to interpret data and to develop categories for detailed discussions. Specifically, the analysis involved
“open coding”, followed by “axial coding” (Strauss, 1998; Flick, 2009). In the open coding process, parts
of the articles related to definitions of the proposed DQCs were identified, while the axial coding process
organized the identified concepts into categories describing types of differences across DQCs. These
results are described in the following sections.

3. Descriptive findings
Until 1993, only sporadic contributions were identified. Specifically, from 1978 to 1992, only five DQCs
were identified. Thus, Figure 1 only shows publications from 1993 to 2020.
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Figure. 1. Yearly distribution of DQCs 1993-2020.

The DQCs from the academic literature involve different foundations for the extraction of DQ categories
and dimensions. In this context, five distinct approaches were identified: (1) empirical study; (2)
ontological approach; (3) systematic literature review; (4) literature references; and (5) limited or no



arguments. The DQCs based on empirical studies involve surveys of students, managers, or employees
regarding their perceptions of DQ dimensions or encounters with DQ issues. The results of such surveys
are processed by producing a candidate list of DQ dimensions that is analyzed and organized into a set
of DQ dimensions (e.g., Wang and Strong, 1996). Secondly, the ontological approach involves deriving
DQ dimensions based on a set of assumptions about reality. This approach is known from the work of
Wand and Wang (1996), who derived DQ dimensions based on the identification of possible problematic
relationships between real-world aspects and information system representations thereof. Thirdly,
structured literature reviews (however, limited to a small subset of journals) involve explicit accounts of
literature searches for DQ dimensions, on which basis the identified dimensions are organized into a DQC
(e.g., Jayawardene et al., 2015). Fourthly, some articles refer to parts of the DQ literature while not
considering other parts. For such studies, the level of argumentation provided includes: (1) providing
limited, if any, argumentation for the selection of references to the literature used involving the DQ
dimensions included in their DQCs, (2) using highly cited DQCs or dimensions as a basis for DQC
construction, and (3) using reviews carried out by others as a basis. Fifthly, in some cases, selections of
DQC dimensions or categories are proposed without much argumentation or literature references.

To give an impression of the variety across DQCs and to lay a foundation for the subsequent
discussions, some of the most cited DQCs that attempt to provide a relatively complete account of DQ
dimensions are shown in Table 1 and 2, divided into ones having a general and more specific focus. It
should be noted that, although more recent DQCs exist (e.g., Giirdiir et al., 2019; Huang, 2018; Liu et al.,
2020; Rajan et al., 2019; Rasool and Warraich, 2018; Teh et al., 2020), the ones shown are still frequently
cited in current DQ research. In the tables, the final two columns show the number of Scopus (Sc) citations
and the number of Google Scholar (GS) citations (citations counts were conducted on August 14, 2020).
Web of Science citations are not included, as less than half of the identified articles are indexed here.

Table 1. General information systems DQCs.

Author DQ categories DQ dimensions Se| GS
Wang et al. | Accessible Available 147| 375
(1995a) Interpretable Syntax, Semantics
Useful Relevant, Timely (current, non-volatile)
Believable Complete, Consistent, Credible source, Accurate
Miller (1996) |None Relevance, Accuracy, Timeliness, Completeness, Coherence, Format, 135] 351
Accessibility, Compatibility, Security, Validity
Wang and Intrinsic Accuracy, Objectivity, Believability, Reputation 2162|4745
Strong (1996) | Contextual Value-added, Relevancy, Timeliness, Completeness, Appropriate
amount of data
Representational Interpretability, Ease of understanding, Representational consistency,
Concise representation
Accessibility Accessibility, Access security
Wand and Intrinsic Completeness, Unambiguousness, Meaningfulness, Correctness 819 | 1855
Wang (1996) | Extrinsic (not in focus)
Wang (1998) | None Free of error, Objectivity, Reputation, Believability, Relevance, Value- | 558 | 1204
added, Timeliness, Completeness, Appropriate amount,
Interpretability, Understandability, Consistent representation, Concise
representation, Ease of manipulation, Accessibility, Security
Naumann and | Subject Believability, Concise representation, Interpretability, Relevancy, - 438
Rolker (2000) Reputation, Understandability, Value-added
Object Completeness, Customer support, Documentation, Objectivity, Price,
Reliability, Security, Timeliness, Verifiability
Process Accuracy, Amount of data, Availability, Consistent representation,
Latency, Response time




Kahn et al. Soundness (product) Free of error, Concise representation, Completeness, Consistent 4551030
(2002) representation
Usefulness (product) Appropriate amount, Relevancy, Understandability, Interpretability,
Objectivity
Dependability (service) | Timeliness, Security
Usability (service) Believability, Accessibility, Ease of operation, Reputation, Value-
added
Pipino et al. | (none) Accessibility, Appropriate amount of data, Believability, 94211919
(2002) Completeness, Concise/consistent representation, Ease of
manipulation, Free-of-error, Interpretability, Objectivity, Relevancy,
Reputation, Security, Timeliness, Understandability, Value-added
Lee et al. None Accessibility, Appropriate amount, Believability, Completeness, 89511826
(2002) Concise representation, Consistent representation, Ease of operation,
Free-of-error, Interpretability, Objectivity, Relevancy, Reputation,
Security, Timeliness, Understandability
Bovee et al. | Accessibility Accessibility 109 | 324
(2003) Interpretability Intelligible, Meaningful
Relevance Age, Volatility, Other user-specified criteria
Integrity Accuracy, Completeness, Consistency, Existence
Stvilia et al. | Intrinsic Accuracy/validity, Cohesiveness, Complexity, Semantic consistency, 254 | 497
(2007) Structural consistency, Currency, Informativeness/redundancy,
Naturalness, Precision/completeness
Relational/contextual Accuracy, Accessibility, Complexity, Naturalness,
Informativeness/redundancy, Relevance/aboutness,
Precision/completeness, Security, Semantic consistency, Structural
consistency, Verifiability, Volatility
Reputational Authority
Gorla et al. Content Accurate, Complete, Concise, Useful, Relevant 341 | 806
(2010) Format Appearance/format, Comparable/consistency, Easy to understand
Table 2. DQCs with other focuses.
Author (Focus) DQ categories DQ dimensions Sc| GS
Jarke et al. (1999) Scheme quality Correctness, Completeness, Minimality, Traceability, Interpretability | 97| 265
(Data warehousing) | Metadata evolution | Metadata evolution
Accessibility System, Transactional, Security
Usefulness Interpretability, Timeliness, Volatility, Responsiveness
Katerattanakul and Intrinsic Accuracy/errors of content, Accurate/workable/relevant hyperlinks -1 356
Siau (1999) Contextual Provision of author’s information
(Websites) Representational | Organization, Visual settings, Typographical features, Consistency,
Vividness, Attractiveness, Confusion of the content
Accessibility Navigational tools provided
Zhu and Gauch Availability Accessibility, Timeliness 127 293
(2000) Usability Credibility
(Internet search Reliability Accuracy, Consistency, Integrity, Completeness
systems) Relevance Fitness
Presentation Readability
Chae et al. (2002) Connection Stability, Responsiveness -| 447
(Mobile internet Contextual Timeliness, Promptness
services) Interaction Structure, Presentation, Navigation
Content Objectivity, Believability, Amount
Rieh (2002) None Source, Content, Format, Presentation, Currency, Accuracy, Speed of | 444 | 988
(Web information) loading




Xu et al. (2002) Intrinsic Multiple sources of same data, Questionable believability, Judgement | 123 | 270
(ERP systems) involved in data production, Questionable objectivity, Poor
reputation, Little added value
Accessibility Lack of computing resources, Poor accessibility, Access security,
interpretability and understandability, Concise/consistent
representation, Amount of data, Timeliness
Contextual Operational data production problems, Changing data consumer
needs, Incomplete data, Poor relevancy, Distributed computing,
Inconsistent representation, Little value added
Nelson et al. (2005) | Intrinsic/Accuracy | Correct, Unambiguous, Meaningful, Believable, Consistent 4931 997
(Data warehousing) | Contextual Completeness, Currency (up-to-date, precision)
Representational Format (understandable, representational interpretable)
Zaveri et al. (2012) | Accessibility Availability, Licensing, Interlinking, Security, Performance 236| 411
(Linked data on the | Intrinsic Accuracy, Consistency, Conciseness, Completeness
web) Contextual Relevancy, Trustworthiness, Understandability, Timeliness
Representational Representational Conciseness, Interoperability, Versatility
Weiskopf and Weng | Completeness Accessibility, Accuracy, Availability, Missingness, Omission, 3921 697
(2013) Presence, Quality, Rate of recording, Sensitivity, Validity
(E-health records) Correctness Accuracy, Corrections made, Errors, Misleading, Positive predictive
value, Quality, Validity
Concordance Agreement, Consistency, Reliability, Variation
Plausibility Accuracy, Believability, Trustworthiness, Validity
Currency Recency, Timeliness
Cai and Zhu (2015) | Availability Accessibility, Timeliness 192| 423
(Big data) Usability Credibility
Reliability Accuracy, Consistency, Integrity, Completeness
Relevance Fitness
Presentation Readability

Besides using DQCs from the journal and conference articles in their studies, many studies also apply
DQCs from books. In this context, some of the most oft-used DQCs include the ones from Redman and
Blanton (1997), English (1999), Loshin (2001), Redman (2001), Wang et al. (2002), and Eppler (2006).
Furthermore, some articles also use DQCs found in standards (e.g., ISO/IEC, 2015) and reports (e.g.,
Jayawardene et al., 2015).

4. Analysis of data quality definitions
The analysis of the 110 DQCs led to the identification of seven distinct types of differences across DQCs.

These are shown in Table 3, together with some examples from the open coding process. Subsequently,

the seven types of differences across DQCs are discussed.

Table 3. Analysis of DQCs in the identified articles.

No.

DQ categories (axial coding)

Examples from the open coding process

1 DQC focus

“This framework consists of big data quality dimensions...” (Cai and Zhu, 2015)

“...dimensions of data quality assessment in the context of electronic health
record (EHR) data...” (Weiskopf and Weng, 2013)

2 DQ evaluation perspective

“...the definitions take either an intrinsic or a contextual view of information quality.”
(Nelson et al., 2005)

“Intrinsic IQ measurements reference general cultural norms and conventions.
Relational measures reference the immediate context...” (Stvilia et al. (2007)

3 DQ category set

“...we first categorize the relevant data warehouse quality dimensions...” (Jarke et al.,
1999)




“We chose to use an iterative process to label and categorize the dimensions of data
quality...” (Weiskopf and Weng, 2013)

.. literature to identify IoT DQ dimensions...” (Liu et al., 2020)

4 DQ dimension set “Various data quality methodologies are based on identifications of data quality
dimensions...” (Zhang et al., 2019)

“...most of the methods are applicable at the triple or graph level and to a
5 Data level focus lesser extend on the dataset level.” (Zaveri et al., 2012)

“This paper focuses on the tabular datasets...” (Even and Shankaranarayanan, 2005)

“...social media data are usually unstructured, and their consistency and integrity are
not suitable for evaluation.” (Cai and Zhu, 2015)

6 Data structure focus “In the field of data quality, most authors either implicitly or explicitly distinguish
three types of data... [structured, unstructured and semi-structred]” (Batini et al.,
(2009)

“The accuracy dimension is the most straightforward and is merely the difference

7 DQ dimension definitions between the correct value and that actually used.” (Ballou and Pazer, 1985)

“Completeness: the extent to which information is not missing and is of
sufficient breadth and depth for the task at hand” (Kahn ez al., 2002)

4.1. DQOC focus

The first type of difference across DQCs concerns their focus. As described in the previous section, some
DQCs have a general focus, while others focus on specific applications. With regard to the DQCs with a
general focus, these most often do not discuss the limitations of their applications. This could be
interpreted as these suggest that they are generally applicable, thus, to some extent, arguing against the
need for special focus DQCs.

With regard to the DQCs focusing on particular applications, the problem is not as much that DQCs
are unclear about their focus, as a lack of argumentation for why this particular focus requires a special
set of DQ dimensions. While it for some of the DQCs seems reasonable that they would involve a special
set of DQ dimensions (e.g., "DQ of conceptual views" by Levitin and Redman, 1995), for some other
DQCs, it is not as obvious. One example is the ERP (enterprise resource planning) system focused DQCs,
which lack argumentation for why such systems require a special set of DQ dimensions — for example,
as compared to CRM (customer relationship management) systems. By not demanding justification for
why a certain focus requires a special set of DQ dimensions, the door becomes open to a high number of
different DQCs, which may have limited value.

4.2. DQ evaluation perspective
The second type of difference across DQCs concerns the DQ evaluation perspective, i.e., the evaluation
of DQ through objective or subjective measures. In this context, an often-applied understanding of DQ is
its “fitness for use” (Batini and Scannapieco, 2006; Wang and Strong, 1996; Wang et al., 2002).
Specifically, this understanding defines DQ as to how well the data serves a certain purpose in operations,
decision-making, or planning. Another perspective on DQ concerns the agreement between the data and
the real world, i.e., "data-reality—correspondence" (Heinrich et al., 2009; Orr, 1998; Wand and Wang,
1996). Such DQ is sometimes referred to as “intrinsic DQ”, which is defined as quality aspects that can
be evaluated without any additional data besides the data set, i.e., a comparison between data and the
real-world aspect it describes (Bovee et al., 2003; Haug et al., 2009; Mocnik et al., 2018; Wand and
Wang, 1996). “Intrinsic DQ” can be distinguished from “extrinsic DQ”, which concerns not only aspects
that relate to the correspondence between data and the real world, but also aspects that can be viewed as
extrinsic to this (e.g., user perceptions) (Bovee et al., 2003).

Several of the DQCs identified include distinctions similar to the discussed intrinsic-extrinsic
distinction. These include English (1999), who distinguishes between “inherent” DQ (“how accurately



data represents the real world facts™) and “pragmatic” DQ (“how well information enables knowledge
workers (the information customers) to accomplish business objectives effectively”); Watts et al. (2009),
who distinguish between “objective measurements of quality” (derived purely from the data set itself)
and “contextual assessments” (quality assessments moderated by the characteristics of the decision-maker
and characteristics of the decision task); and Piro et al. (2014, p. 34), who distinguish between “hard
dimensions” (those that can be measured objectively) and “soft dimensions” (those that can only be
assessed using subjective evaluation).

An example of relatively objectively measurable data could be, for example, the “correctness” (Wand
and Wang, 1996) of a registered number of a certain item type at a certain stock location. On the other
hand, some DQ dimensions cannot be as objectively evaluated, such as “relevance”, “understandability”,
and “applicability” (Eppler and Helfert, 2004; Lee et al., 2009; Wang and Strong, 1996). Thus, while
extrinsic dimensions typically imply a need for stakeholder involvement, intrinsic dimensions do not.
This, however, does not mean that evaluations of intrinsic dimensions are unproblematic. In order for the
intrinsic DQ dimension to make sense, there is a need for agreement on how measures of DQ are
evaluated. In other words, there is a need to define the requirements with regard to the required digits,
error tolerances, or similar. If there are no predefined agreements as to measurement requirements for
some data, evaluations could very well depend on the context.

The distinction between intrinsic end extrinsic DQ explains some of the misunderstandings with
regard to the meanings of DQ dimensions. Specifically, dimensions such as ‘“completeness” and
“meaningfulness” have been presented as both intrinsic and extrinsic qualities (compare, for example,
Wand and Wang, 1996; Wang and Strong, 1996; Bovee et al., 2003; Nelson et al., 2005). In fact, they
can be both, but with very different meanings depending on which of the DQ qualities they concern.
While “intrinsic completeness” would make sense, for example, with regard to the number of missing
addresses for registered customers, “extrinsic completeness” makes sense with regard to, for example,
individual users’ perception of the amount of detail in which some data explains a certain phenomenon
or task. Similarly, while “intrinsic meaningfulness” concerns registered objects that do not correspond to
the real world (Wand and Wang, 1996), “extrinsic meaningfulness” concerns the question of whether or
not the user understands the data (Bovee er al., 2003). Another example is “believability” and
“reputation”, which Wang and Strong (1996) define as intrinsic dimensions, while other authors argue
that these dimensions concern subjective evaluation (e.g., Naumann and Rolker, 2000; Ge and Helfert,
2008, pp. 382-383).

4.3. DQ category set
The third type of difference across DQCs concerns the included DQ categories. In this context, most
DQCs agree on a category that corresponds to the intrinsic category, but as previously mentioned,
sometimes using terms such as “hard”, “objective”, “inherent”, “soundness” or “integrity” (English,
1999; Kahn et al., 2002; Piro et al., 2014; Wand and Wang, 1996; Watts et al., 2009). On the other hand,
with regard to the extrinsic categories, there is great variance. Some only operate with two overall
categories, as well as a mixture thereof. This includes ISO/IEC (2015), who makes a distinction between
“inherent DQ” (referring to data itself) and “system-dependent DQ” (depending on the technological
domain in which data is used) and has a category for dimensions placed in both. Another example is
Loshin (2011), who describes a “qualitative” DQ category, which is a combination of intrinsic and
contextual DQ categories.

A more common approach than a bipartite division of DQ categories is to define a set of categories
that involves different extrinsic qualities — as is the case with the DQC of Wang and Strong (1996), who
operate with four categories: intrinsic, contextual, representational, and accessibility. The argument for



this sort of categorization as compared to the narrower two-tier version is that extrinsic DQ involves
dimensions of a very different nature, relating to different types of processes. The logic of including these
four categories, as described by Wang and Strong (1996), is illustrated in Figure 2. Specifically, firstly
the user must be able to access the data. Secondly, the user must be able to interpret the data.
Subsequently, the user can determine the relevance of the data. If it is relevant, the intrinsic quality can
be estimated.

Accessing Interpreting Assessing Assessing

data data relevancy accuracy

Accessibility Representation Contextual Intrinsic

Figure 2. The four-tier division of DQ categories.

Similar to the review by Jayawardene et al. (2015), the present study observed that many DQCs are
influenced by the one by Wang and Strong (1996), to which they make some modifications of included
DQ dimensions or make smaller DQ category adjustments. In this context, the set of DQ categories
included in a DQC, to a large extent, depends on which of the five identified approaches for identifying
DQ categories is applied (as described in Section 3).

4.4. DQ dimension set

The fourth type of difference across DQCs concerns the selection of DQ dimensions included in the
DQCs. Specifically, while almost all the DQCs can agree upon including dimensions that concern
accuracy, completeness, timeliness, and usefulness, other types of dimensions, e.g., reputation,
consistency, and traceability, are only mentioned by the minority. As for DQ categories, the selection or
development of DQ dimensions, to a large extent, depend on which of the five approaches for identifying
DQ categories (as described in Section 3) is applied. In this context, some DQCs only focus on a subset
of the most common DQ dimension, which is why these DQCs do not, in principle, exclude the non-
mentioned dimensions. However, in many cases, DQCs also exclude commonly applied DQ dimensions
without any argumentation or reservations.

The opposite situation occurs with DQCs that include a high number of dimensions. Specifically,
while some DQCs include fewer than ten dimensions (e.g., Cai and Zhu, 2015), some include more than
30 dimensions (e.g., Jayawardene et al., 2015). Although focusing on different application contexts may,
to some extent, explain some differences across DQCs, this is not the full explanation. Rather, there is a
need for more critical evaluations of new DQCs to determine if their DQ dimensions are adequately
comprehensive for capturing relevant characteristics of DQ, and if they include adequately relevant DQ
dimensions only.

4.5. Data level focus
The fifth type of difference across DQCs concerns the level at which data is evaluated (i.e., granularity
levels). In this context, different ways of distinguishing and naming data level dimensions can be found
in the literature (e.g., Even and Shankaranarayanan, 2005; Giirdiir et al., 2019; Pipino et al., 2002; Zaveri
et al., 2012). On this basis, a relatively detailed distinction between data levels could include:

e Data item (i.e., data or value) (e.g., item price for a particular product)

e Datarecord (i.e., tuple or row) (e.g., data in a particular order line)

e Data field (i.e., attribute or column) (e.g., customer addresses)

e Data set (e.g., tables/relations or views) (e.g., customer data)



e Database (e.g., ERP system database)
e Database collection (e.g., ERP and CRM system databases)

The majority of the DQCs identified are not clear on this matter. This is, however, a relevant aspect to
clarify, as different evaluation perspectives can imply different meanings of DQ dimensions (Pipino et
al., 2002) and influence their relevance. Specifically, DQ dimensions such as "redundancy" or
"duplicates" make little sense at the data item level, while they are relevant at the data field and higher
abstraction levels. DQ dimensions can also change their meaning, depending on whether the focus is on
the data item level or on higher levels. An example is the dimension "believability", which at the data
item level would concern the credibility of the particular data, while at higher abstraction levels, it would
also involve the question of whether the data items in the data set support or contradict each other.

4.6. Data structure focus

The sixth type of difference across DQCs concerns the structure of the data in focus, i.e., the distinction
between structured, semi-structured, and unstructured data. Structured data typically refers to particular
characteristics of entities and events, while with unstructured data, there is not as strict a mapping between
the data and what it describes. In this context, most of the DQCs identified are not explicit about their
focus in this regard.

Clarity about data structure focus is, however, important, as DQ dimensions can change relevance and
meaning depending on whether the focus is on structured or unstructured data. Specifically, dimensions
such as "conciseness", "compactness”, and "simplicity" have little relevance in the context of structured
data, as the format for this type of content is typically predefined (e.g., customer number, customer group,
customer name, etc.). If applying these dimensions to evaluate structured data, their meaning would relate

to the particular combination of fields rather than to their contents.

4.7. DQ dimension definitions

The seventh type of difference across DQCs concerns the definitions of individual DQ dimensions.
Specifically, the dimensions included in DQCs are sometimes used in different meanings, if defined at
all. As argued earlier, different focuses with regard to data level, data structure, and data evaluation
principles can produce confusion with regard to meanings of DQ dimensions. However, even with similar
perspectives in this regard, different meanings are still attributed to DQ dimensions. One example of the
differences in definitions attributed to DQ dimensions is "timeliness". According to Klein and Lehner
(2009), timeliness has been used in two different types of meanings, namely with regard to the actual age
of the data (e.g., Naumann, 2002), and with regard to the suitability of the age of data in relation to a use
context (e.g., Wang and Strong, 1996). As “timeliness” is typically used in the latter meaning, the former
would be better described by the term “age”.

Another example of different definitions being attributed to a dimension is “accuracy”. Specifically,
Naumann (2002) defines accuracy as “the percentage of data without errors”; Ballou and Pazer (1985)
define accuracy as “the difference between the correct value and that actually used”; and ISO/IEC (2008)
defines accuracy as “the degree to which data has attributes that correctly represent the true value of the
intended attribute of a concept or event in a specific context of use”. In this context, there are two potential
issues. First, the definitions refer to different data levels, i.e., Ballou and Pazer (1985) and ISO/IEC (2008)
refer to the data item level, while Naumann (2002) refers to data field or higher levels. Second, there is
also a potential problem in that the first two definitions prescribe a certain way of measuring the accuracy
in their definition (as opposed to just focusing on what it means), which might not be appropriate in all
cases.



Even if the problem concerning clarity with regard to the meaning of individual dimensions is solved,
problems still persist with regard to overlaps. Specifically, across DQCs, there are several dimensions
that overlap in terms of their meaning. One such example of such overlaps is "correctness" and
"accuracy". In this context, the latter is linguistically broader in the sense that something may be
inaccurate without being deemed to be incorrect. A similar example concerns dimensions such as
"interpretability"”, "clearness", "readability", and "comprehensibility", whose meanings overlap but which
do not refer to exactly the same phenomenon.

Finally, some of the DQCs identified apply DQ dimensions with limited or no explanation of the
meaning in which they are used. Although it may appear to be relatively obvious what a DQ dimension
refers to (e.g., accuracy, timeliness, or completeness), as shown by the discussion above, such DQ
dimensions have, in fact, in many cases been attributed different meanings in the literature.

5. Guidelines for future data quality research
To justify the development of a new DQC, it needs to offer something (such as a particular focus) that is
not provided by the existing literature, as it otherwise would seem pointless to develop it. However, DQC
contributors rarely discuss or test how their DQCs offer better accounts of DQ for the context in focus
than existing ones, but rather seem to be driven by an "if it works" standard. The problem with this
approach is that limited justification for the introduction of new DQC:s is provided, as it seems that almost
DQC would fulfill this criterion. Specifically, applying any random DQC is likely to provide some level
of insight into the DQ of the situation in focus. On the other hand, it may be too extensive a demand to
suggest that the criterion for proposing a new DQC is tests that demonstrate its superiority over existing
DQCs pertaining to the context in focus. A more realistic path could, therefore, be to employ a basic set
of standards to provide justification for the introduction of new DQC:s. In this context, the identified types
of differences across DQCs may be converted into seven guidelines for the development or consolidation
of DQCs:
1) DQC focus: clarify the areas of application of the DQC, hereunder the limitations for its
application
2) DQ dimensions: select a set of clearly distinguishable DQ dimensions that cover the relevant DQ
characteristics in focus
3) DQ categories: select a set of clearly distinguishable categories that cover the DQ themes in focus
4) DQ evaluation perspectives: clarify which type of DQ evaluations the framework focuses on, i.e.,
objective and/or subjective evaluations
5) Data level focus: clarify the data level focus(es) for each DQ dimension, i.e., clarification of at
which data levels the DQ dimension should be applied
6) Data structure focus: clarify the data structure focus for each DQ dimension, i.e., clarification of
the DQ dimension focuses on structured, semi-structured, and/or unstructured data
7) DQ dimension definitions: provide clear definitions of the included DQ dimensions while
considering the relationships with existing definitions

In relation to the first guideline, some DQCs are explicitly aimed at specific contexts (e.g., ERP or CRM
systems), while other DQCs are not clear about their focus (as discussed in Section 4.1). To ensure that
researchers and practitioners will apply a DQC as intended, there is a need to clarify the contexts in which
it should be applied. This may be done in terms of IT systems, business processes, company types, or
similar.

With regard to the second guideline, DQC creators should strive to include DQ dimensions that are
clearly distinguishable and cover all the relevant DQ characteristics in relation to the DQC's focus. To
achieve this, two types of comparative analyses may be carried out. The first analysis concerns the



identification of potential conceptual overlaps between the DQ dimensions included in DQC, and if this
is the case, adjusting of these. The second analysis concerns ensuring that all relevant DQ characteristics
are included in the DQC. This can be done by comparing the developed DQC to existing DQCs, which
may lead to the identification of overlooked aspects. In this context, the overview of DQCs provided by
this article (Table 1 and 2) may be used. The same two kinds of analyses can be conducted for the
identified DQ categories to ensure their distinguishability and ability to include all relevant DQ themes
in relation to the DQC's focus (guideline 3). In relation to these analyses, Wand and Weber's (1993; 1995)
work (which builds on Bunge's (1977) ontological model) on analyzing and evaluating modeling
constructs may be consulted, as well as more general literature on classification and categorization
principles (see Jacob, 2004).

Next, guidelines 4, 5, and 6 concern that the DQC creator clarifies each included DQ dimension's
evaluation perspective, data level focus, and data structure focus. In this context, the distinctions
described in sections 4.2, 4.5, and 4.6 may be applied. Finally, the seventh guideline concerns that DQC
creators should be clear about the meanings of the included DQ dimensions. As shown by this article, the
existing literature has attributed different meanings to certain DQ dimensions, for which reason only
stating the name of a DQ dimension may lead to misunderstandings. Besides providing clear definitions
of DQ dimensions, DQC creators should also consider the meanings previously attributed to the DQ
dimension to avoid adding additional meanings to DQ dimensions and so that readers may intuitively
understand the dimensions' meaning.

The seven guidelines described above aim to promote that DQ research converges around fewer DQCs
so that it, to a larger extend, becomes possible to compare and build on existing research. This should,
however, not be understood as a goal of ending up with just one universal DQC, as different DQCs may
have value in different contexts. Nevertheless, there seem to be DQ dimensions that are relevant
independent of the focus area, for example, “accuracy”, “completeness”, and “timeliness”. Thus, a
distinction may be employed between general DQ dimensions, which are relevant in almost all contexts,
and context-specific dimensions, which are only relevant in certain contexts. By clarifying which of these
two categories their DQ dimensions belong to, special focus DQCs would improve the clarity regarding
the unique characteristics of their focus and, to a greater extent, allow for (at least partially) cross-study
comparisons.

A central issue, as reflected by several of the identified differences across DQCs, is that existing
literature often only to a limited extent is consulted. However, research needs to "acknowledge the stream
of logic on which they are drawing and to which they are contributing" (Sutton and Staw, 1995: 372), as
well as describe the logical connections between the proposed and existent constructs (Bacharach, 1989).
This lack of drawing on exiting DQ literature may be a consequence of the extensiveness of this literature.
Nevertheless, aiming for such justification could be a way of avoiding the development of new DQCs
with limited value. Specifically, authors developing new DQCs need to account for the shortcomings of
exiting DQC:s to justify the development of a new DQC, as well as the value added by using the proposed
DQC.

6. Discussion and conclusions

As shown by the literature review of this article, the DQ dimensions included in DQCs vary greatly.
Specifically, this article identified 110 unique DQCs in journal and conference articles. These include
more than 300 uniquely named DQ dimensions (an exact count would be debatable, as different terms
sometimes refer to similar DQ dimensions, and some DQ names are used in different meanings). If the
search were to be extended to additional academic outlets and included books, reports, and other kinds
of practitioner literature, it seems likely that many more DQCs would be found. Previous literature has



explained the differences across DQCs by arguing that data can represent various aspects of real-world
phenomena (Batini and Scannapieco, 2006). However, as shown by the literature review of this article,
there is great variance even across DQCs with a similar focus. Seven types of differences across DQCs
were identified, which indicates that a lack of methodological rigor is a more fundamental explanation.
To address this issue, seven guidelines for future development and consolidation of DQCs were proposed.

6.1. Implications for future research

The literature review of this article identified several articles that analyze DQ dimensions, from the early
work in the mid-1990s (Wand and Wang, 1996; Wang and Strong, 1996) to more contemporary literature
(e.g., Jayawardene et al., 2015; Liu et al., 2020; Rasool and Warraich, 2018; Teh et al., 2020; Weiskopf
and Weng, 2013). On the other hand, the review did not identify articles, which, based on systematic
searches, identify, and analyze DQCs. Thus, this article aimed to provide insights on this topic to advance
information systems research with a focus on DQ, which was done by identifying variance types across
DQCs and defining seven guidelines for future DQ research.

Theory development is a central goal of information systems research, and past research has, from an
overall perspective, been relatively successful in advancing theories within different subject domains
(Straub, 2012; Weber, 2003). As the information systems field has matured, the theoretical focus on
explanation and prediction (Gregor, 2006; Gregor and Klein, 2014), to an increasing degree, moves
towards theory extension (Grover and Lyytinen, 2015). This involves a focus on enriching explanations
and enhancing predictions through research that challenges the assumptions of existing theories in
significant ways (Alvesson and Sandberg, 2011, p. 247). A lack of coherence within a research area,
however, hinders such a process in unfolding. Specifically, the continuous production of new DQCs,
without justifying their contribution, has resulted in a plethora of different definitions of DQ, making it
difficult to compare studies and build on existing research. This may, in fact, be a major barrier to the
progression of research in this field.

By identifying seven types of differences across DQCs and formulating seven guidelines for DQC
development and consolidation, this article contributes to three forms of future DQ research: (1) research
investigating DQ while building on existing DQCs, (2) research developing new DQCs for particular
contexts, and (3) research consolidating existing DQCs within certain contexts.

6.2. Implications for practice

Although this article has its main focus on advancing DQ research, it is not without value for practice.
Specifically, managers may consider the identified seven types of variance across DQCs to reduce
potential issues in DQ improvement projects. This includes ensuring clear definitions of which data (and
systems) are in focus; to which extent DQ assessments should include subjective DQ evaluations; which
DQ categories should be evaluated; which DQ dimensions should be evaluated; the data levels at which
analyses are carried out; to which extent analyses should include semi-structured and unstructured data;
and how such DQ dimensions are defined.

6.3. Limitations and future research

The present study has two potential limitations, which concern the search and analysis strategies. In
relation to the search strategy, as mentioned previously, a more extensive literature study is likely to have
identified additional DQCs. On the other hand, it seems unlikely that the applied search approach did not
identify the most influential DQCs. Thus, an extended search seems to be of limited value. With regard
to the analysis strategy, the well-established approach of using open and axial coding was employed
(Strauss, 1998; Flick, 2009). However, in spite of the rigor of this approach, it involves a subjective



element with regard to determining which text elements should be included and how these elements are
converted into categories. This, however, does not take away the validity of the categories identified. In
other words, another study with the same focus and method would likely identify similar issues, albeit
naming and organizing them differently.

Future research may utilize the guidelines offered by this article when developing new DQCs aimed
at special contexts to ensure the quality of these. Furthermore, future research may work on establishing
more common understandings of DQ by clarifying definitions of DQ dimensions and consolidating DQCs
within different contexts. By identifying seven types of differences across DQCs and developing seven
guidelines for future research, this article offers a foundation for this work.
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